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Mesogenic lattice models with partly antinematic interactions producing uniaxial nematic phases
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The present paper considers nematogenic lattice models, involving particles of D,;, symmetry, whose centers
of mass are associated with a three-dimensional simple cubic lattice; the pair potential is isotropic in orienta-
tion space and restricted to nearest neighbors. Let two orthonormal triads define orientations of a pair of
interacting particles; the simplest potential models proposed in the literature can be reduced to a linear com-
bination involving the squares of the scalar products between corresponding unit vectors only and depending
on three parameters. By now, various sets of potential parameters have been proposed and studied in the
literature, some of which capable of producing biaxial orientational order at sufficiently low temperature. On
the other hand, in experimental terms, mesogenic biaxial molecules mostly produce uniaxial mesophases; thus
we address here two very simple cases, involving a nematic (calamitic) term as well as one (model POM) or
two (model PPM) antinematic ones, whose coefficients are set equal in magnitude; when only one antinematic
coefficient is used, the third one is set to zero. The calamitic term favors the alignment of two corresponding
molecular axes, whereas antinematic terms or geometric constraints tend to keep two other pairs of axes
mutually orthogonal. The models were investigated by molecular-field treatments and Monte Carlo simulation
and found to predict a first- or second-order transitions between uniaxial nematic and isotropic phases; the

molecular-field treatments yielded results in reasonable agreement with simulation.
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I. INTRODUCTION

Although nematogenic molecules do not possess cylindri-
cal symmetry and often have appreciable dipole moments,
mesophases produced by low-molecular weight compounds
are usually uniaxial and apolar; on this ground, in a number
of cases, both theoretical treatments and interpretations of
experimental results have been simplified by assuming from
the start that nematogenic molecules possess uniaxial (D.,,)
symmetry. On the other hand, the possible effects of molecu-
lar deviations from cylindrical symmetry (molecular biaxial-
ity) on nematic order have been studied theoretically as well.
Starting in 1970 [1] and by the end of the past century, ap-
proximate analytical theories such as molecular-field (MF) or
Landau treatments, and later simulation studies had shown
that single-component models consisting of molecules pos-
sessing D5, symmetry, and interacting by various appropriate
continuous or hard-core potentials can produce a biaxial
phase; a more extensive treatment and a more detailed bib-
liography can be found, for example, in Refs. [2,3]; a review
on computer simulation studies of (thermotropic) biaxial
nematics has recently been published [4]. Here we just point
out a few aspects of the research carried out so far: on the
one hand, much theoretical or simulation work has addressed
simple rigid-body models, but molecular flexibility has been
allowed for in some cases, e.g., Ref. [5]; on the other hand,
models based on continuous second-rank interactions only
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have often been studied, but in some very recent case [6],
third-rank interactions have also been allowed for in bent-
core models, producing tetrahedratic order. Moreover, rather
simplified models have been used in most cases but an ato-
mistic simulation of a mesogen showing evidence of biaxial
behavior has been reported as well [7]. Let us finally recall
that other theoretically predicted thermotropic mesophases
(polar or other unconventional nematics, see below) seem to
be still missing and are being sought for [4].

As for experimental realizations, a biaxial phase had been
discovered in a lyotropic system in 1980 [8]; since 1986 and
until approximately 2003, there had been numerous reports
of thermotropic biaxiality in low-molecular weight com-
pounds, many of which were later called into question
[9-11]: this situation of claims and counterclaims is aptly
summarized by the very titles of Refs. [9-11].

Better experimental evidence was produced since 2004
and by now for a few classes of compounds; see also Refs.
[4,12] for a thorough discussion and a more detailed bibliog-
raphy. In particular, there have been claims to have discov-
ered a biaxial nematic phase in polar bent-core (banana-
shaped) molecules [13-16] (but see also Refs. [17,18]) and
for organosiloxane tetrapode molecules; the latter contain
four identical mesogenic groups, tethered laterally via silox-
ane chains to a single silicon (Refs. [19-22]) or germanium
core [23]. Hindrance of molecular rotation due to mesogen-
core linkages or to interdigitation among mesogens con-
nected to different cores is expected to favor biaxial order
[23]. Evidence of thermotropic biaxial behavior has been
found in polymeric systems [24-26] as well, and evidence of
a direct first-order isotropic-to-biaxial transition in orthomet-
allated (platinum) imine complexes has been reported in Ref.
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[27]. Let us also mention that a possible alternative picture of
biaxial nematic order [4,28] has been proposed based on the
idea of biaxial domains reoriented by surface anchoring or
external fields.

The experimental search for better evidence and for more
realizations of the (thermotropic) biaxial nematic phase [29]
continues to arise both excitement and interest and still an
active scientific debate [4]; interest is also connected with its
possible applications, for example in displays [4,30-32]: ori-
entation of the secondary director in response to external
perturbations is expected to be significantly faster than for
the primary one.

Also starting a few years ago, i.e., simultaneously with
and independently of the named experimental work, a re-
newed theoretical study of simple continuous biaxial me-
sogenic models was undertaken in Refs. [33-37]; the pro-
posed models were studied by MF, Monte Carlo simulation
(MC) [3,38,39], and, in some cases, by two-site cluster
theory [40]. Moreover, very recently and motivated by the
above experimental facts, the single-tensor Landau—de
Gennes theory of biaxial nematics has been carefully re-
examined in Ref. [41] and a double-tensor Landau theory has
been put forward and studied in Refs. [42,43]; an extensive
symmetry analysis of unconventional nematic phases, i.e.,
associated with the onset of either one tensor of rank differ-
ent from 2 or of several combined tensors, was recently de-
veloped in Refs. [43-45].

Partly continuing along this line, we consider here a nem-
atogenic lattice model, where the pair potential is restricted
to nearest neighbors, and has the simplified functional form
recently proposed by Durand, De Matteis, Sonnet, and Virga
(DDSV) [33,34] or rather an extreme case thereof. The re-
sulting behavior is investigated by MF, and comparisons are
made with MC simulations. More precisely, since thermotro-
pic biaxial nematic behavior is the exception rather than the
rule, and on the other hand, the pair potential model to be
used is rather versatile (see below), our main purpose is to
single out specific cases of the general pair potential, ex-
pected to produce a uniaxial and not biaxial ground state.

Over the decades, mesophases possessing no positional
order, such as the nematic one, have often and quite fruitfully
been studied by means of lattice models involving continu-
ous interaction potentials (see Refs. [46,47]), starting with
the seminal Lebwohl-Lasher simulation paper in the early
1970s (see Ref. [48]). As noted, for example, in Ref. [47],
usage of a lattice model produces significant savings in com-
putational terms; moreover, it entails that a number of com-
peting phases (e.g., smectic ones), possibly pre-empting the
nematic one, are excluded from the start; notice that similar
simplifications as for the possible phases are used in other
named theoretical treatments as well. Let us also mention in
passing that, in some other cases, where the possibility of
smectic order is allowed for, the treatment has been simpli-
fied by taking the long molecular axes to be taken to be fully
aligned so that the isotropic liquid is eliminated [49,50].

II. PAIR POTENTIAL AND GROUND STATE

We are considering here classical identical particles, pos-
sessing D,;, symmetry, whose centers of mass are associated

PHYSICAL REVIEW E 80, 031702 (2009)

with a three-dimensional simple cubic lattice Z%; let x, € 7°
denote the coordinate vectors of their centers of mass. Notice
that the lattice is bipartite: one can define the parity of each
site via the sum of its three coordinates so that, for each
lattice site, all its nearest neighbors have opposite parity, all
next-nearest neighbors have the same parity and so on.

The interaction potential is isotropic in orientation space
and restricted to nearest neighbors, involving particles or
sites labeled by y and p, respectively; the orientation of each
particle can be specified via an orthonormal triplet of three-
component vectors (e.g., eigenvectors of its inertia tensor),
say {m, ;,j=1,2,3}; in turn these are defined by an ordered
triplet of Euler angles w,={¢,.,6,,#,}; orientations are de-
fined with respect to a common, but otherwise arbitrary, Car-
tesian frame. It also proves convenient to use a simpler no-
tation for the unit vectors defining orientations of two
interacting molecules [51], i.e., u; for n; and v, for n,,
respectively; here, for each j, u; and v; have the same func-
tional dependences on w, and w), respectively (pairs of cor-
responding unit vectors in the two interacting molecules); let

ﬁ:QXp denote the set of Euler angles defining the rotation
transforming u; into Vi Euler angles will be defined here
according to the convention used by Brink and Satchler
[52-54]. We also define

fe=iw),  Gu=Px(fin), (1)

where P,(...) denotes the second Legendre polynomial.

The simplest continuous interaction potentials proposed
and studied in this context (see, e.g., Refs. [33,34,55,56]) are
quadratic with respect to the scalar products fj; owing to
available geometric identities and without any loss of gener-
ality (see, e.g., the discussion in Ref. [3]), they can be re-
duced to a linear combination involving the three terms Gy,
only, i.e.,

3
b= EE rkak (23.)
k=1

or

® = €léGy3 + (G — Gyp) + 2(Gyy + Gp) — Gz}
(2b)

Here € is a positive quantity, setting energy and temperature
scales (i.e., T"=kzT/€); linear transformations between the
two sets of coupling constants can be found in Ref. [3];
notice also that the parameter space can be significantly re-
duced, allowing for duality, i.e., invariance of the pair poten-
tial upon applying the same permutation to both sets of in-
teracting axes (see Refs. [3,33,34]); moreover, the three
coefficients in each set can be taken to be smaller than 1 in
magnitude, possibly at the cost of rescaling €, and hence the
temperature.

Particle interactions, correlations, and orientational order
are usually expressed in terms of symmetry-adapted combi-
nations of Wigner rotation functions Dfn,n(w), i.e., for Dy,
symmetry (see, e.g., Refs. [51,57,58], as well as detailed
comparisons and discussion of notational issues in Ref. [59])
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Here J, p, and ¢ denote even and non-negative integers,
0=p=J,0=¢g=J, and w={¢, 0, ¥} denote the ordered trip-
let of Euler angles; thus

R(Z)O(w) = P;(cos 6),
R} (w) = (1/4) V6 sin® @ cos(24),
R%O(w) =(1/4) \e’g sin?6 cos(2¢),

R%z(w) = (1/4)(1 + cos® A)[cos(2¢p)cos(24)]
— (1/2)cos G sin(2¢)sin(2¢)]. (4)

Each term Gj; can be expressed as a linear combination of
the four above functions Rlz,q(ﬁ) (see, e.g., Refs. [3,58]).
Moreover, it proves notationally convenient, especially in
view of a MF treatment, to define the simpler symbols s;(w)
as well, involving just one subscript, thus

si(w) = R%o(w), sy(w) = R%O(w)a

s3(0) = Ry(w),  s4(w) = R3y(w). (5)

The rather general potential model to be considered [Egs.
(1)] can also be written in terms of the above symmetry-
adapted basis functions [Egs. (4) and (5); see also remarks on
notation in Ref. [2]], i.e.,

— J’E — — ~
d= E{ &,(Q) - \?77[32(9) +55(Q) ]+ 6554(9)}- (6)

Over the years, various specific parameterizations had been
proposed and studied for Egs. (1); one of them, due to Stra-
ley [55] is based on an approximate mapping from a hard-
parallelepiped model; another, more often studied one, is
é=-1,4¢ :—7]2; this can also be obtained by starting from a
dispersion model at the London-de Boer-Heller approxima-
tion [60,61] and isotropically averaging over the orientation
of the intermolecular vector (see, e.g., Refs. [56,62]); models
with fully anisotropic dispersion interactions restricted to
nearest neighbors and associated with both two- and three-
dimensional lattices have been studied as well [63,64].

Both the Straley model [55] and the “dispersive” one
mostly predict a biaxial-to-uniaxial transition of second or-
der, followed by a uniaxial-to-isotropic transition of first or-
der; a direct biaxial-to-isotropic transition of second order
only exists for special values of the potential parameters (iso-
lated Landau points). A new approach was proposed over the
last few years by DDSV; in their study, the named authors
[33,34] had examined, for general values of the parameters,
the mathematical conditions under which the pair potential
[Egs. (1)] produces a fully aligned biaxial pair ground state,
as well as its mechanical stability; the named stability con-
dition [33,34] reads as
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(<0, and [7[<-(£+0). (7)
Moreover, the named authors had proposed the simplified
model defined by é=-1, =0, {<0, i.e., r;=r, (entailing an
additional D,;, symmetry of the interaction [2]), and studied
it by MF, carrying out a bifurcation analysis of the resulting
consistency equations; the existence of direct transitions be-
tween biaxial and isotropic phases was proven, together with
criteria for the existence of tricritical points.

An extensive study of the more general potential model
[i.e., 770 in Eq. (2b)] by bifurcation theory (as proposed in
Ref. [65] and then in Ref. [58]) can be found in Refs.
[66,67]. MF and simulation studies of the general model,
with parameters in the above biaxial stability region [Eq.
(7)], can be found in Ref. [68]. A later MF treatment [69]
carried out comparison between the complete potential
model and its simplified version (7=0) over appropriate pa-
rameter ranges where they both support a uniaxial as well as
biaxial phase; it was found that the ratio between the two
transition temperatures is weakly dependent on 7; in this
sense, the simplified potential model yields the dominant bi-
axial quadrupolar contribution to the nematic potential of
mean torque [69].

Yet, in experimental terms, the thermotropic biaxial phase
is an exception rather than the rule, and on the other hand,
the presence of three coupling constants in Egs. (1) makes
the pair potential model under consideration capable of pro-
ducing different types of orientational order in the pair
ground state and hence in low-temperature phases; thus,
there is some interest in addressing regions of the parameter
space where sizable antinematic terms prevent the existence
of a biaxially ordered pair ground state; this range is defined
in general by [2,33-36]:

(=0, and |7g/=-(£+0). (8)
We address here a family of potential models defined in gen-
eral by

r1+r2>0, r3<0 (9)
in Eq. (2a) and, more explicitly, two very simple examples of
it. One of them (POM) is defined by r;=+1, r,=0, and
r3=—1 in Eq. (2a), i.e., §:—f—1, ,r]:+%, and =}t in Eq. (2b)
(notice that other equivalent parameterizations are also pos-
sible [3], e.g., é&=¢=0, n= =1 [Eq. (2b)]); as for the model
symbol (see also another example in Ref. [2]), notice that
potential parameters in the notation of Eq. (2a) assume the
values —1,0,+1 so that the symbol O or the capital letters are
assigned accordingly. Equation (6) now specializes to

—_

®= 36{- 5(Q) + 2—6[&@) +53( )]+ 2s4<ﬁ>}' (10)

The second potential model investigated here (PPM, with the
same meaning of symbols as above) is defined by
ri=r,=+1, r3;=—1 in the notation of Eq. (2a) and thus takes
the form
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O =G+ Gy -Gyl (11)

corresponding to §=—%, 7=0, { =+% in Eq. (2b). Moreover,
this potential model enjoys an additional D,, invariance,
which means that two simultaneous rotations by =7 around
the two unit vectors u; and v;, respectively (i.e., taking place
in the individual molecular frames), conserve the potential.

The pair ground state configuration for potential models
defined by Eq. (9) is essentially unique and can be written
down by inspection, also allowing for geometric orthogonal-
ity constraints; it reads as

V= tuz, Vy= iul, V3= iU3, (12)

where the double signs allow for the D,;, symmetry; other
critical points can be worked out and invariably lead to a
higher energy. Notice also that the bipartite character of the
lattice, together with the nearest-neighbor character of the
interaction, propagates the pair ground state over the whole
lattice without frustration. This configuration entails
(s2)=(s3)=(s4)=0, whereas both (P,) and its fourth-rank
counterpart (P,) equal +1; configurations at sufficiently low
temperature are expected to be qualitatively similar to it. MF
treatments and MC calculations will be employed to investi-
gate the resulting properties.

It is also appropriate to recall that the chosen parameter
values exclude a biaxial ground state on energy grounds; on
the other hand, the choice

E=—1, £=0 (13)

had been investigated as well [2,70] and is known to produce
a continuously degenerate pair ground state, excluding biaxi-
ality on entropy grounds. Actually, the extreme case 7=1 in
Eq. (13) defines model MMP in Ref. [2], i.e., the opposite of
the present PPM, and which shows evidence of a second-
order uniaxial-to-isotropic transition.

l7l =1,

III. MOLECULAR-FIELD ASPECTS

A simple and here rather crude MF procedure (to be
called MF1), along the lines of Ref. [2], can be attempted
and leads to the following expression for the free energy:

Ayr = 0'2 E k<Sj><Sk> - T*In(Zg) + T* In(877),

Jj=1 k=1
(14)

where 0=p/2=3 and p=6 is the coordination number of the
cubic lattice, and

ZR: f ERd(l), (]5)
Eul
Eg=exp(pBWg), (16)
4 4

We=2 X dilspsi(w),  B=UT". (17)

j=1 k=1

Here and in the following, asterisks mean scaling by e for
energy quantities or scaling by kg for specific heats; [z, dw
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denotes integration over Euler angles. The symmetric matrix
d with entries dj; is defined by

V6
- 0 2 0
¢ 5
0 -2 0 +oy
[d] = ,g . (18)

\J
2 0 -6 0

+ : 7 I4
0 +V6p 0 -12

Moreover the four consistency conditions

0=

R Y Eul

si(w)exp(pBWr)dw=0, k=1,2,3,4,

(19)

entail the extremum equations ﬂA;,Fl/&(sj)=0, j=1,2,3,4.
The four consistency equations were solved by a numerical
bifurcation technique [71,72]; the obtained equilibrium pa-
rameters were used to calculate the potential energy per par-
ticle Uy,

IBAyr) _

Uypr = 8 2 djise)s;) (20)

Jk=1

and hence the specific heat by numerical differentiation. We
found for POM model a low-temperature uniaxially ordered
phase characterized by (s;)>0, (s5)>0 and a first-order
transition to the disordered one, taking place at the tempera-
ture @,,r;=1.0899. On the whole, comparisons with MC
suggests that MF1 applied to POM still gives some physically
meaningful answer (see also below). On the other hand,
when applied to PPM model, this approach simply led to the
classical Maier-Saupe model solution, with no effect of the
antinematic terms in the pair potential.

Actually, a more refined MF strategy (MF2) can be
worked out, taking into proper account the “staggered” struc-
ture of the ground state; this is realized at the cost of defining
two sets of sublattice order parameters, {p;) and (g), where
p; and g, are two different sets of symbols for the four
symmetry-adapted basis functions, one for each interpen-
etrating sublattice; moreover p;(w) have the same functional
dependence on w as g;(w). The overall lattice order param-
eters, which we still denote (s;) as in the previous approxi-
mation, will in turn be computed as arithmetic mean of the
corresponding pair of sublattice order parameters. In this
treatment, the free energy per site would read as

4 4
A;kwm:‘TEE

j=1 k=1

2 2y
Arnls) )] e

djk(P j)<‘]k>

where

WQ=E 2

j=1 m=1

djm<qj>pm(w1)v EQ = eXP(PBWQ),
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ZQ= J EQd(J)l, (22)
Eull

4 4
Wp= E E djm<pj>Qm(w2)’ Ep=exp(pWp),

j=1 m=1

ZP= f Epd(,!)z, (23)
Eul2

and the coupling matrix d is the same as above; the corre-
sponding resulting consistency equations become

; E d
@,>=Mw, j=1234, (24
0

S eungd @) Epdw,
<Qk> - bl

k=1,2,3,4. (25)
Zp

For any observable f (function depending on Euler angles
such as higher-order Legendre-polynomials Py, etc.), we de-
fine

(]‘)Q _ fEullf(wl)Edel

, 26
Zo (26)
Epd
(Hp= Jeunf(@)Ep wz, 27)
Zp
and the resulting overall lattice average is given by
+

2

Actually, the MF2 treatment was made computationally more
tractable by assuming some physically motivated relations
between the two sets of sublattice order parameters, i.e., as-
suming that the biaxial ones have equal magnitudes and op-
posite signs in the two sublattices, whereas their uniaxial
counterparts have the same value in both sublattices; this
ansatz was based on the above pair ground state geometry
and consistent with the obtained MC simulation results.
Thus, in formulas

(=<, (g3 =3 (q4) == (pa),

(29)

(g2) == {p2)s

and in terms of overall lattice order parameters (s;),

(sp=(q. (s3)=(q3), (s2)=(s=0.  (30)

As could be expected, the MF2 approach was found to lower
free energy in comparison with MF1. By the above ansatz,
the actually studied system of equations becomes

<qk>=fEuzqk(w)e);p(pBW)dw’ k=1234. ()
sz exp(pBW)dw, (32)
Eul
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W=~ &(q1)91 = 2(92)92) = 6L(q3)93 — 2(q4)q94)

[
/

6
+ \7 7(q1)93 +{q3)91 — 242094 — 2{q4)q2) . (33)

The consistency equations were again solved by a numerical
bifurcation technique [71,72]; the obtained equilibrium pa-
rameters have been used to calculate the potential energy per
particle Uy;p

A(BA* ¢
ULF2=—(’3 ) =—0 X dilg)p) (34)
B k=1

and hence the specific heat by numerical differentiation. We
again found for POM model a low-temperature uniaxially
ordered phase ({s;)>0,{s3)>0) and a first-order transition
to the disordered one, taking place at the temperature
MF2:1'1933'

When applied to PPM model, MF2 predicted a second-
order transition from the isotropic phase to the uniaxial phase
taking place at ©,,=1.8. The orientationally ordered equi-
librium phase was characterized by a single nonzero (posi-
tive) overall uniaxial order parameter, that is, (s;)>0, by
vanishing sublattice parameters {(p,)={g,)=0, (p3)=(g3)=0,
and by an overall vanishing biaxial order parameter (s,),
whereas (p4) and {(g4) were different from zero in the ordered
phase.

Actually, for the PPM model we tried another ansatz, also
consistent with simulation results, i.e., (g3)=—(p3), or more
explicitly,

(q1)={p1)> (q4) == {ps)-

(35)

(g3)=={p3)» (q2)=—(p2),

This other approach reproduced the previous overall results
and, in addition, yielded a further negative-ordered
({s1)<<0) uniaxial solution, now possessing a greater value
of free energy than the positive-ordered one. More precisely,
this additional solution was characterized by vanishing sub-
lattice biaxial parameters (p,)=(q,)=0, (ps)={q4)=0,
whereas (p;)=—(g3) # 0 in the ordered phase.

Additional MF2 calculations were carried out for related
models generalizing PPM and defined by

ri=r=+1, =1 17=--_, (36)

ie., §=%+7', 7=0, =% in Eq. (2b). These calculations
showed the existence of a tricritical point at
T,,,-:—%%—l.ll%: the transition between isotropic and
uniaxial phases is first order for 7=, (for a weakly and
weakly perturbed Lebwohl-Lasher model) and changes to
second order above this threshold, thus remaining second
order in a finite neighborhood of the PPM model (7=-1).
Moreover, in the second-order range, the transition tempera-
ture is given by
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FIG. 1. (Color online) MFI
E predictions (red dashed curve),
MF?2 predictions (blue continuous
curve), and simulation results
(discrete symbols) for the poten-
tial energy, obtained with different
sample sizes. As for the meaning
of discrete symbols: circles: /=10,
i squares: [=20, triangles: [=30.
Unless explicitly stated or shown,
here and in following Figures, er-
ror bars fall within symbol sizes.

0.2 0.4 0.6

Oyp(7) = g’ (37)
i.e., independent of 7. Tricriticality had also been found for
other parameter values in Egs. (1); actually, the change from
first—to second order appeared in previously studied models,
exhibiting a direct isotropic-to-biaxial phase transition (see
Refs. [34,39]).

IV. SIMULATION ASPECTS

The simulation methodology closely follows the one used
in our previous papers on the subject [2,38]. Calculations
were carried out on a periodically repeated cubic sample,
consisting of N =P particles with /=10,20,30, and were run

70

in cascade, in order of increasing temperature; each cycle (or
sweep) consisted of 2N MC steps, including a sublattice
sweep [73]; the finest temperature steps used were AT*
=0.001 and even AT"=0.0005, especially for POM in the
transition regions (see below). Equilibration runs took be-
tween 25 000 and 200 000 cycles, and production runs took
between 250 000 and 1 250 000; macrostep averages for
evaluating statistical errors were taken over 1000 cycles.
Calculated thermodynamic quantities include mean potential
energy per site U* and configurational specific heat per par-
ticle C*. Simulation estimates of the overall order parameters
(R[Z)q> [59,74-76] were calculated by analyzing a configura-
tion every cycle using methodologies discussed in detail by
other authors [57,75,77]. We also evaluated the so-called
short-range order parameters [74,75]

50—

40—

30~

20—

H

FIG. 2. (Color online) MF pre-
dictions and simulation results
(discrete symbols) for the configu-
rational specific heat obtained
with different sample sizes. Same
meaning of symbols as in Fig. 1.
Here as well as in Fig. 9, the as-
sociated statistical errors, not
shown, range up to 2%.

0.8
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7 FIG. 3. (Color online) MF pre-
dictions and simulation results
(discrete symbols) for the overall
order parameter (s;) obtained with

0.4 e . .
different sample sizes. Same
03l | meaning of symbols as in Fig. 1.
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O-L,j = <PL(ll] . Vj)>, L= 2,4, j= 1,2,3, (38)

measuring correlations between corresponding pairs of unit
vectors associated with nearest-neighbor molecules; it fol-
lows from Egs. (1) that the potential energy U* is a linear
combination of the quantities 0, j. Moreover, for PPM, the
Dy, symmetry of the pair potential entails that o; ;=07 ,. In
simulations of this model, at the end of each macrostep, we
carried out a rotation of each particle by 7 around its u; axis
[2]; simulation results obtained in this way for o ; were
found to satisfy the above symmetry condition within asso-
ciated statistical errors.

V. RESULTS AND COMPARISONS

MF predictions and MC results for POM model and for a
few observables are plotted and compared in the following

0.05 ‘

Figs. 1-7; the corresponding comparisons for the PPM coun-
terparts take place in Figs. 8—12.

A. POM

As for POM model, simulation results for the potential
energy (Fig. 1) were mostly independent of sample size, ex-
cept for a comparatively narrow temperature range around
T* =1, where they showed a pronounced sample-size depen-
dency; actually, already for /=20, Fig. 1 showed evidence of
a discontinuous jump; moreover, comparison between MF1,
MEF2, and MC at very low temperatures shows that MF1 only
accounts for one half of the ground-state potential energy,
whereas MF2 yields the full value. In other words, in this
temperature range, one essentially finds the staggered ground
state, weakly perturbed by thermal fluctuation, and the
named discrepancy reflects the fact that MF1 cannot capture

0.045
0.04

0.035

0.03

@’ 0.025
0.02
0.015

0.01

0.005

7 FIG. 4. (Color online) MF pre-
dictions and simulation results
(discrete symbols) for the overall
order parameter (s3) obtained with
different sample sizes; same
meaning of symbols as in Fig. 1.
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(P,)

*

T

the ground-state structure. The configurational specific heat
(Fig. 2) was found to be independent of sample size for
T°=0.975 and then for 7*=1.05 and exhibited a recogniz-
able sample-size dependency in between, where the peak ap-
peared to narrow with increasing sample size. As for (s;),
Fig. 3 shows evidence of a jump, taking place at the same
temperature as for U” and developing as system size in-
creases; on the other hand, in the low-temperature régime,
sample-size effects appear to saturate for /=20, whereas the
high-temperature region exhibits a pronounced decrease in
(s;) with increasing sample size; Fig. 4 showed a similar
scaling behavior as for (s3); moreover, both MF2 and MC
results exhibited a monotonic increase up to the transition
temperature, in contrast with the maximum predicted by
MF1.

FIG. 5. (Color online) MF pre-
dictions and simulation results
(discrete symbols) for the overall
order parameter (P,) obtained
with different sample sizes; same
meaning of symbols as in Fig. 1.

Simulation results for the overall biaxial order parameters
(s,) and (s4) (not shown) were found to be rather small
({s2)=0.03,(s4)=0.006) and kept decreasing with increas-
ing sample size, in agreement with the overall uniaxial be-
havior. Simulation results for (P,) (Fig. 5) showed a pattern
similar to (s;). On the whole, MF1 provided acceptable tem-
perature profiles for the order parameters (s;) as well as (P,)
(see Figs. 3 and 5); on the other hand, it overestimated the
order parameter (s;) by a few times and missed its overall
temperature behavior (Fig. 4); in other words, it just mim-
icked the gross effect of nematic coupling.

Simulation results for the short-range order parameters
0, and oy ; obtained with the largest sample size /=30 are
plotted in Figs. 6 and 7; they show a monotonic evolution
with temperature and evidence of a jump at 7"~ 1, in agree-

1 T
* ok
*
* o,
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*
*
* oy
*
*x
*x
05F * s
*

i FIG. 6. Simulation results for
— the short-range order parameters
© *xy 0, obtained with sample size !
*Hx =30. As for the meaning of sym-
bols: diamonds: o ;; stars: 0 ;

O N asterisks: 0 3.
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FIG. 7. Simulation results for
. the short-range order parameters
gy, obtained with sample size !
4 =30; same meaning of symbols as
in Fig. 6.
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ment with the above observables; their sample-size depen-
dency, not shown, parallels the one observed for U*. Notice
also that each o7 ,, i.e., a quantity involving axes not directly
coupled by the interaction, remains close to the correspond-
ing o0, especially in the ordered region, and has consis-
tently the smallest magnitude among the three oy ; as could
be expected.

Thus we propose a first-order transition and the value
0,,c=1.018+0.001 for the transition temperature; here the
error bar is conservatively taken to be twice the temperature

FIG. 8. MF2 predictions (continuous curve) and simulation re-
sults (discrete symbols) for the potential energy obtained with dif-
ferent sample sizes. As for the meaning of discrete symbols: circles:
/=10, squares: /=20, triangles: [=30.

1.2 1.4

step used in the transition region. Upon analyzing the simu-
lation results for the largest sample as discussed in Refs.
[78,79], we obtained the estimates for transitional properties
collected in Table I; actually, the same analysis was also
applied to simulation results obtained for /=20, and yielded
comparable results. Table I shows a fair qualitative agree-
ment between MF and MC; of course, in quantitative terms
MF overestimates the transition temperature and, even
worse, its first-order character, as well known for LL; let us
mention, for comparison, that the ratio ®,-/ @, is =0.934
as predicted by the simple MF1 treatment and =0.853 as for
the refined one MF2 and that the corresponding value for LL
is =0.856 [46]. On the whole, comparisons between MFI,
ME2, and MC, show that MF2 produces a significantly better
qualitative agreement with MC (see especially Fig. 1); this
can be expected and understood since MF1 is actually appro-
priate for uniform biaxial order. On the other hand, Table I
also shows that MF1 and MF2 estimates for such transitional
properties as AU*, (s;), (Py), bracket the corresponding MC
results from below (MF1) and from above (MF2), whereas
both MF1 and MF2 overestimate © as well as (s3).

B. PPM

Simulations were first carried out using a minimum tem-
perature step of 0.0025 and suggested a continuous transition
taking place somewhere between T"=1.45 and T"=1.46; ad-
ditional simulations were then carried out in the named tem-
perature range, using an even finer temperature step, down to
0.0005 and essentially confirmed the above picture; the latter
results were not plotted for reasons of readability; notice
also, for comparison, that in the previous POM case, usage of
a very fine temperature step had enabled us to pinpoint the
transition. MF predictions and MC results for PPM and for a
few observables are plotted and compared in the following
Figs. 8—12. Simulation results for the potential energy (Fig.
8) were found to change with temperature in a gradual and

031702-9



GIOVANNI DE MATTEIS AND SILVANO ROMANO

14

PHYSICAL REVIEW E 80, 031702 (2009)

FIG. 9. MF2 predictions (con-
tinuous curve) and simulation re-
sults (discrete symbols) for the
configurational specific heat ob-
tained with different sample sizes.
Same meaning of symbols as in
Fig. 8.

monotonic way; a rather weak sample-size dependency was
found to take place around 7"~ 1.45 and to saturate for
[=20. Results for the configurational specific heat (Fig. 9)
were found to be independent of sample size for 7" = 1.4 and
then again for 7%= 1.6 and exhibited a more recognizable but
not very pronounced sample-size dependency in between,
where they peaked at T~ 1.45.

As for (s;), Fig. 10 shows a gradual and monotonic decay
with increasing temperature; at 7" < 1.4 sample-size depen-
dency appears to saturate for /=20, whereas the higher tem-
perature region exhibits a pronounced decrease in (s,) with
increasing sample size; on the whole, upon increasing the

sample size, the MC results recognizably point to a continu-
ous vanishing at 7" =~ 1.45, where the specific heat attains its
maximum. Simulation results for the three order parameters
(s2), {s3), and (s4) (not shown) were found to be rather small
({s,)=0.03, and the other two did not exceed 0.005) and to
exhibit a pronounced decrease with increasing sample size,
in agreement with the overall MF prediction. Simulation re-
sults for (P,) (Fig. 11) showed a pattern similar to (s;).
Simulation results for the short-range order parameters o ;
and oy ; obtained with the largest sample size /=30 are plot-
ted in Fig. 12; they show a gradual and monotonic decay
with temperature.

0.9

0.8

0.7

0.6

0.5

(s

0.4

0.3

0.2

0.1

b FIG. 10. MF2 predictions
(continuous curve) and simulation
R results (discrete symbols) for the
overall order parameter (s;) ob-
i tained with different sample sizes.
Same meaning of symbols as in
Fig. 8.
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(P,)

Thus we propose a second-order transition and conserva-
tively estimate the transition temperature to be
=1.455%£0.005, hence the ratio O,/ 0 ,,-=~0.81; let us also
recall that model MMP studied in Ref. [2] (i.e., the opposite
of the present PPM) produces no biaxial order (via an en-
tropic mechanism) and a second-order isotropic-to-nematic
transition as well, with a ratio ©,,-/0,,-=0.6. In experi-
mental terms, the uniaxial nematic-to-isotropic transition is
usually weakly first order, but some rare example showing
evidence of tricritical behavior in a nearly second-order case
has been reported in Ref. [80] where a cyclic liquid crystal-
line trimer has been employed.

17

FIG. 11. MF2 predictions
(continuous curve) and simulation
results (discrete symbols) for the
overall order parameter (P,) ob-
tained with different sample sizes;
same meaning of symbols as in
Fig. 8.

VI. SUMMARY AND OUTLOOK

As already pointed out, nematogenic molecules do not
usually possess uniaxial (D,,;,) symmetry, but their resulting
mesophases often do. On the other hand, the pair potential
model in Eq. (2a) or Eq. (2b) has proven to be simple but
rather versatile and can produce a biaxial pair ground state
under certain appropriate ranges of parameters; we have
therefore chosen to investigate some other ranges of param-
eters, producing a uniaxial (pair) ground state, thus preclud-
ing a biaxial phase on energy grounds. The chosen parameter
values entail a nematic coupling between the long molecular

0.5

FIG. 12. Simulation results for
the short-range order parameters
o,; and oy, obtained with
sample size [=30. As for the
meaning of symbols: circles: com-
mon value of o,; and 0;;;
squares: 0, 3; triangles: common
value of gy and 0y,; diamonds:

0'4’3‘
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TABLE I. Transitional properties for the investigated model POM: MC results are based on the largest

investigated sample size [=30.

Method ® <Sl> <S3> AU* <P4>
MF1 1.0899 0.2900 0.0393 0.1404 0.0561
MC 1.018 £0.001 0.40=0.01 0.01210%0.00004 0.54+0.02 0.088 £0.005
MF2 1.1933 0.4686 0.0253 1.0773 0.1495

axes, and an antinematic one between other corresponding
axes. The two selected potential models were examined by
MF and MC; the simple MF1 approach [2] (actually appro-
priate for homogeneous biaxial order) was found to give a
rather crude answer for POM, whereas its usage for PPM
simply missed the relevant points. A more refined treatment
(MF2) was developed, now taking into proper account the
structure of the pair ground state and yielding results in rea-
sonable and improved qualitative agreement with simulation
for both potential models. Notice that both PPM and its op-
posite MMP [2] produced a second-order isotropic-to-
uniaxial transition; for MMP this behavior seems to be linked
with an additional ground-state degeneracy; on the other
hand, the above MF2 results suggest this to happen for the
related potential models defined by Eq. (36), over a finite
parameter range —%< TS—%. Notice that Egs. (1) can also
produce second-order transitions between an ordered biaxial
phase and the isotropic one for other suitable parameter val-
ues [34,39]: all these cases appear to require r{=r,
(or 7=0) and comparable values of |r|| and |rs|; these con-
ditions were usually not met in the earlier studies, addressing
Straley or dispersionlike models (see Sec. II); in turn, these
conditions may entail rather severe constraints in terms of
molecular architecture and molecular interactions. At any
rate, this unusual behavior (see also above) appears to de-
serve a fresh investigation (see also the remarks in Ref. [4]
about other “missing” phases).

Some other piece of information can be obtained or, at
least, guessed for the investigated family of potential models.
On the one hand, one can consider a lattice with a different
coordination, more specifically a diamond lattice (where the
nearest neighbors of a lattice site are also nearest neighbors
to each other) or, in general, a model where particle centers
of mass move in R?, and more distant neighbors are involved
in the interaction, possessing the same angular form as
above, but modulated by a positive decreasing function of
the distance between them. In this case, all calamitic pair

interactions can be simultaneously minimized but not all an-
tinematic ones; this situation should reduce the absolute val-
ues of the corresponding o ; terms; in pictorial terms, this
energy-based mechanism (see Refs. [2,70] for its entropic
counterpart) would tend to enforce “effective uniaxial” sym-
metry of the molecules.

On the other hand, one can conceive other models (PPO,
PPP) where the calamitic term has been eliminated so that
the pair ground state cannot even be uniaxial, in pronounced
contrast with the situations observed in previous cases. In
these instances, already at the level of preliminary calcula-
tions, qualitatively different scenarios start emerging: for ex-
ample, the pair ground state of PPP is doubly degenerate, its
overall ground state is also significantly degenerate but not
frustrated and exhibits no second-rank orientational order but
fourth-rank cubatic one (actually, the condition r;=r,=r; en-
tails O;, symmetry of the interaction). Moreover, in the very
low temperature limit, one can think of neglecting fluctua-
tions, hence consider discretized particle orientations and
thus make some contact with the antiferromagnetic three-
state Potts model [81]. This study is in progress and will be
reported in due course.
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