PHYSICAL REVIEW E 80, 031134 (2009)

Thermal breakage of a discrete one-dimensional string
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We study the thermal breakage of a discrete one-dimensional string, with open and fixed ends, in the heavily
damped regime. Basing our analysis on the multidimensional Kramers escape theory, we are able to make
analytical predictions on the mean breakage rate and on the breakage propensity with respect to the breakage
location on the string. We then support our predictions with numerical simulations.
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I. INTRODUCTION

Recently, there is much discussion on the possibility of
exploiting biopolymers as functional materials [1-4]. To
achieve this goal, the stabilities of such materials have to be
thoroughly investigated. Furthermore, the facts that the
biopolymers are necessarily finite and consist of discrete
parts, such as individual peptides in an amyloid fibril [2],
have to be taken into consideration. As a step toward this
direction, we study here a toy model for the breakage of a
discrete one-dimensional (1D) string under thermal fluctua-
tions, in both fixed-ended and open-ended configurations (cf.
Figure 1). This problem has been studied previously by nu-
merical simulations [5-7] and theoretically with phenomeno-
logical assumptions on the effect of friction on the collective
modes [8,9]. Multidimensional Kramers escape theory has
also been applied to the study of breakage in a one-
dimensional ring [10]. The energy profile for the bonds in the
string is usually modeled by a quadratic potential at the mini-
mum energy region, and by an inverted quadratic potential at
the breakage point. Here, we employ a simplified model
where all bonds are assumed to be Hookian up to the break-
age point. Our theoretical analysis is asymptotically exact as
the spring constant goes to infinity, or equivalently, as the
temperature goes to zero. By studying in detail the energy
dependency on the collective modes, we are able to employ
the multidimensional Kramers escape theory to predict the
breakage rate and the breakage propensity with respect to the
breakage location. These predictions are then verified by nu-
merical simulations.

A. String with fixed ends

We consider the dynamics of a one-dimensional string
modeled as a collection of M masses connected by springs
with identical spring constant k. We also assume that we are
in the heavily damped regime, i.e., the inertia terms are ig-
nored, which is reasonable for many biopolymers in typical
experimental conditions [11]. We assume that the beads in
the string are initially at the minimal energy configuration,
i.e., each consecutive pair of beads is separated by a unit
distance. Denoting the positional deviation of the nth bead
from the initial configuration by x,, the equations of motion
under thermal perturbation are of the form
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dx K
o =-CAx+g, (1)
dt I4

where ¢ is the damping coefficient and g is a Gaussian noise
such that

(2)=0
(anDent)) = 2L s =1, 2)
and
2 -1 0 0
-1 2 -1 0
A= , (3)
0 0o -1 2

ie,A,=2and A, ,=A, ,.1=—1.

As A is symmetric, it is diagonalizable by a set of ortho-
normal vectors. Let D be the diagonal matrix such that
VDV'=A where V is the corresponding orthogonal matrix,
we have

K
. =-Dp+g, (4)

where p=V'x and the thermal perturbation term g remains
the same since V is an orthogonal matrix. The diagonal ele-
ments of D are

v \

VeV eWeWeWEWEWE
(b)

FIG. 1. (a) A 1D mass-spring system with fixed ends. (b) A 1D
mass-spring system with open ends. In both cases, the separation
between the beads are assumed to be of unit length.
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s ] -

A,=2| 1—cos
M+1

and the entries in V are

V = sin—b 6)
o= C sin )
1 M+1

In the above equation, C=v2/(M+1) is the normalization
factor so that =,V2 =1 for all s (cf. Appendix A 1).

The extension/contraction of the nth spring (designating
the spring before the nth bead) is given by

e =[Vpl; (7)
[ [Vp]n - [Vp]n—l (8)
ey =[VPIy = [VPly-1 9)
or in matrix notation,
e=Wp, (10)

where W is a matrix of dimension (M +1) XM such that

Wls: Vls
Wy=Vy= Vo 1<n=M
Wiri1s= Vs (11)

We are interested in the mean first breakage time (MFBT)
defined as

7=inf{t > 0|lmax{|e,(1)|} > b}. (12)

In physical terms, we are to find the average waiting time
before any of the e, is extended or contracted by an amount
b where b<<1 [12]. The above problem is equivalent to a
multidimensional Kramers escape problem [13,14], and we
will employ the formalism developed in [15] for our analy-
sis.

In terms of the normal modes {p}, the total energy corre-
sponding to the entire string is

U(p) = §2 N (13)

and the exit boundaries are defined by

EWnsp‘vz ib’ for l=n=M+1. (]4)

Our first task is to find the exit routes with the minimal
energy. To do so, we employ the Lagrange multiplier method
to minimize the following quantity with respect to p:

U(p)+z,,(EWnspSib), for l=n=M+1, (15)
s

where z,, is the corresponding Lagrange multiplier. The solu-
tion to this minimization problem is that for each n, there are
two minimizing vectors, f)(”)” and [3(”)‘, of the forms
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A(n)* Wnsb Wflé B
P = = T(E T) : (16)
s N S
such that the corresponding energy is
cone. KD Wﬁs -l
up") = 7(2 )\—) : (17)
Since (cf. Appendix A 2)
W., M
Esz’ l=sn=M+1, (18)
S ) +

the minimal energy is the same for all n

kb*> (M + 1)

U =— -

, 1l=sn=M+1. (19)
As a result, there are 2M +2 exit points at the boundary that
correspond to the same energy. We will denote these exit
points by Q®

Wi (M + 1)

, l=k=2M+2. (20)
N M

ol = (+ 1)
Note that the exit point Q% corresponds to the configuration
where

e = (£ 1)'p (21)

e,,:(il)k”]%, for all n # [k/2]. (22)
Namely, the deviation of the spring undergoing breakage is
shared equally among all the other springs. In Fig. 2, we
depict the energy profile and the corresponding exit points
for the case of a three-bead system.

With the formalism developed in [15], in the asymptotic
limit of k— o (or equivalently, kzT— 0), the MFBT can be
expressed exactly as

[ — 1)kb?

NN2mkgT exp[—(A;L;BT
T= 2M+2 (23)

-172
07 2 dp [kDQY)
k=1
where

& = det =M1, (24)

apr aps p=0 s
dr=det —— , I=rs=M-1, (25)

9Py 9Py | p=qo)

with p,(I=r=M-1) being a set of basis that are perpen-
dicular to the direction of the kth exit route, i.e., they are
perpendicular to the direction (Wy11, ... Wigoa)- In other
words, ¢, corresponds to the Hessian of the potential energy
at the origin, and ¢ corresponds to the Hessian of the po-
tential energy within the hyperplane that has its normal
pointing along the kth exit route. Note also that physically,
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FIG. 2. (Color online) Consider the case of having three beads
connected by one black (broken line) and one red (solid line)
spring. The energy profile in the p space is depicted in the surface
plot in the lower-left figure. Breakages of the black (red) spring
correspond to the black (red) boundaries on the energy plot. A pos-
sible trajectory that leads to breaking the black spring is schemati-
cally depicted by the dotted white line. The energy profile at the
upper-right exit boundary is depicted in the lower-right figure. The
MFBT is partly determined by the curvature of the potential energy
at the exit point [cf. Eq. (23)].

|kDQW) corresponds to the magnitude of the potential ener-
gy’s gradient at the kth exit point [15].

In Appendix A 3 [Eq. (26)] and Appendix A 5 [for Egs.
(27) and (28)], we argue that

(M +1)xb
TR k=1,2,2M +1,2M +2
EDQ(k) — ’_g
l V2(M + 1)kb .
———— otherwise
M
(26)
o= k"M +1) (27)
) MM, k=1,22M +1,2M +2 8)
Pi= KM'M/2, otherwise.

Substituting the above quantities to Eq. (23), we arrive at the
following prediction for the MFBT:

e Z |:(M+])Kb2:| (29)
TNsM+ ) M+ )P 2kt |

Figure 3 demonstrated that the convergence of the numerical
results to the analytical predictions as k increases.

Besides the MFBT, this formalism is also capable of pre-
dicting the propensity for breakage with respect to the loca-
tion of the spring in the string. According to Eq. 5.1 in [15],
the probability of breakage at the nth segment is given by

PHYSICAL REVIEW E 80, 031134 (2009)

oop

M
M
M

o n
© o b

o]
£ 15 A R
e’ ﬁ 2 é B B

.
400 600 800

p o

. . . . . . )
1000 1200 1400 1600 1800 2000 2200
K

Breakage freq.

0 1 2 3 4 5 6 7 8 9
Breakage location

FIG. 3. (Color online) Breakage events for the fixed-ended
string. Upper plot: the ratios of the MFBT from simulations vs the
MFBT from theory. Each marker represents 1000 samples. The pa-
rameters are: (=10, kzT=1, and b=0.1. Lower plot: the breakage
frequency with respect to the breakage location for the case of M
=8 with the combined data from the cases of k=1600,1800,2000.

-1/2
26, 7 [kDQ™1¢]

Pr(n) = 53,5 (30)
> ¢ lkDQWY
k=1
1/2M), n=1,M+1
= . (31)
1/M, otherwise.

This signifies that the breakage propensity is uniform for all
springs except for the two extremal springs, which break half
as frequently as the springs in the middle. Figure 3 shows
that the analytical predictions are in good agreement with
simulations. Physically, the fact that the extremal springs
break half as frequently may be seen from the fact that they
are connected to the rigid wall on one side and so they are
subjected to about half the amount of thermal fluctuations.
Another prediction of the theory is that at the moment of
breakage, the configuration of the system should correspond
to one of the exit points Q% [cf. Egs. (20)—(22)]. The pre-
diction that identical deviation is expected for all springs
except for the spring undergoing breakage is shown to hold
on average in Fig. 4. Note that due to thermal fluctuation,

<|en|>

1 2 3 4 5 6 7 8 9
spring #, n

FIG. 4. The average deviations of the springs at the moment of
breakage at spring number 5 (M =8 and «=2000).
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(lens]) is greater than the value predicted in Eq. (22). This
discrepancy is expected to disappear as k— .
B. Strings with open ends

For an open-ended string as depicted in Fig. 1(b), the
equations of motions are governed by:

dir_
— =X—X -1+
dr 2 1 81
%—A 2%, +X g 1
dt = Xpp1 — Xy T X T 8 <n<M
dx
—d;” =%y =%y + 148y, (32)

where £,(t=0)=n and g is as defined in Eq. (2). We now let

M-1
2

1
x, =%, + —n+l-—>%, (33)
M n
i.e., these new coordinates are defined in relation to the cen-

ter of mass of the string. With these transformations, the
equations of motion become

—:——A + R 34
PR (34)
where
1 -1 0 0
-1 2 -1 - 0
A= : . : (35)
0 0 -11

with g remains the same as in Eq. (2).
With VDV'=A, the diagonal elements of D are

-1
)\S=2[1 —COSM] (36)
M
and V is now defined by
-12)(s—-1
v =cC COS%. (37)

In the above equation, C=\2/(M+1) is again the normaliza-
tion factor as in the case of fixed-ended string. The proof for
this statement is similar to that presented in Appendix A 1
and is thus omitted.

Note that the first normal mode, p;, corresponds to all
beads moving in unison and is thus of no interest in terms of
breakage events. We will therefore omit this mode in subse-
quent discussion. In other words, we will only consider the
set of normal modes {p,:2=s=M}.

As in the previous section, we are interested in the
extension/contraction given by

e=Wp, (38)

where W is a matrix of dimension (M —1) X (M —1) such that
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FIG. 5. (Color online) Breakage events for the open-ended
string. Upper plot: the ratios of the MFBT from simulations vs the
MFBT from theory. Each marker represents 1000 samples. The pa-
rameters are: (=10, kzT=1, and b=0.1. Lower plot: the breakage
frequency with respect to the breakage location for the case of M
=8 with the combined data from the cases of k=2000,2200,2400.

Wi=Viis—Voe 1=n<M, 2=s=M. (39)
Here, we have again
- W2,
> Mo, l=sp=M-1. (40)
s=2 )\s

For an open-ended string, Egs. (26)—(28) in the previous sec-
tion are modified to

|kDQW| = \2kb (41)
bo=K""'M (42)
dr=r2 @3)

The demonstrations of the above equalities are very similar
to those presented in Appendixes A 3 and A 5 are therefore
omitted.

Employing Eq. (23), we arrive at the following
asymptotic (as x— ) prediction for the MFBT:

mkpT ¢ b22kT
=/ K%/ 2h5T 44
T 8 KM —1)" (“44)

This prediction is in good agreement with simulations as
shown in Fig. 5. Note also that according to this calculation,
the breakage rate of an open-ended string is the same as that
of a fixed-ended string when M > 1.

Since ¢ and |«kDQW)| are identical for all k, Eq. (30)
predicts that all the springs are broken with equal frequency.
In other words, contrary to the case of an fixed-ended string,
we would expect a flat distribution of breakage frequencies
across the string, which is indeed shown to be the case by
simulations (cf. Figure 5). This result may be expected as,
unlike in the case of a string with fixed ends, the extremal
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springs here are again connecting two fluctuating beads. We
therefore expect that their breakage frequencies would be
similar to those for the springs in the middle of the chain.

In summary, we have investigated analytically the break-
age rate for a 1D string under thermal fluctuation in the
heavily damped regime. Our approach is based on the theory
of the multidimensional Kramers escape problem, and we
have supported our analytical predictions with numerical
simulations.

ACKNOWLEDGMENTS

The author thanks the Glasstone Trust (Oxford) and Jesus
College (Oxford) for financial support.

APPENDIX A: PROOFS OF VARIOUS IDENTITIES
1. Claim: C?=2/(M+1)
By definition

TSN
C2= D, sin® Al
2;‘ M+1 (AD
1 M 2ns
=—E 1 —cos (A2)
25 M+1
M+1 1 u 2ans
= —=> cos , (A3)

2 257 M+1

where the second term in Eq. (A3) is zero as the negative
terms cancel the positive terms exactly.

2. Claim: 3,32 =1 for all n
For n=1, we have
W, C? M sin?[7s/(M +1)]
=72 (A4)
K )\s 2 s=1 {1 _COS[WS/(M+ 1)]}
2
=?Z {1+ cos[ms/(M + 1)} (A5)
M
= : (A6)
M+1

The case for n=M follows similarly.
If nisnot 1 or M, ESWﬁS/)\S is by definition

gg {sin[msn/(M + 1)] = sin[ ms(n = /(M + )]}
2 1 —cos[ms/(M +1)]

s=1
=2

cos?[ms(2n — 1)/(2M + 2)]sin*[ s/ (2M +2)]
sin’[ 7rs/(2M +2)]

IM+2  M+1 2 M+1

s

2n—1 M C 2n—-1
=C2200s2m(n )— +_ECOSM
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as the second term in the last equality is zero.

3. Claim: Est,s equals 1 for n=1, M+1 and equals 2
otherwise

First we prove that ESWiS is 1 for n=1, M+1 and is 2
otherwise. The fact that S;W> =1 for n=1, M+1 follows
immediately from Eqgs. (11). For n# 1, M+1, We have

as(n — 1)}2=2

sn
> Wﬁs =2 | sin — sin
P P M+1 M+1

s(n—1
2 sinm g =D
P M+1

M+1

2n—1
+CZE {cosm( n )—cos ml]=2.

M+ 1 M +
(A7)
4. Computations for ¢,
By Eq. (24),
M
o= k"TIN, (A8)
s=1
M
=(2K)M£[1 [1 - cosMﬂj 1} (A9)
M s 2
— M e
=(4k) [E sm2(M+ 1)]
(A10)
=M(M + 1), (A11)

where the last equality follows from the identity in [16].

5. Computations for ¢j

By rotating the basis, we have new coordinates, y
=(y{,...,yy), such that the direction (0,...,0,1) corre-
sponds to the direction that is normal to the exit boundary at
the kth exit point. Let us denote the orthogonal matrix that
transforms from this new set of basis back to the p space by
R. In particular, we have

Wks

RSM: —.
N

Note that one way to obtain the rest of the matrix elements in
R is to employ the Gram-Schmidt process.
In terms of this new coordinates, the potential energy is

(A12)
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U(y) = ngDp (A13)

=§yTRTDRy. (A14)

Restricting to the first M —1 dimensions, ¢ is defined as:

d’l;: det([RTDR]lgr,sSM—l)- (Als)

We have calculated this quantity for M=3,4,...,50 numeri-
cally and we find that the following formula is exactly satis-
fied (up to machine rounding errors):

. MM, k=1,22M +1,2M +2 (A16)
Mg, otherwise

Although we are not able to prove the above equality math-
ematically, we believe that it holds true for all M.
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APPENDIX B: DETAILS OF NUMERICAL SIMULATIONS

Simulations performed for the dynamics of strings with
fixed ends (free ends) are based on Eq. (1) with the matrix A
defined in Eq. (3) [Eq. (35)]. Namely, the positions of the
beads are updated according to the following scheme:

x(t+ At) =x(2) - '—gAx(z)At + ZkBgTAtZ(t), (B1)

where z(¢) is a vector with entries given by random numbers
drawn from the normal distribution with zero mean and a
standard deviation of one. The simulations always start at the
minimal energy configurations and are terminated when one
of the springs’ lengths become more than 1.1 or smaller than
0.9. The parameters in the simulations are: {=10, kzT=1,
and At is set to be 2 X 107, For each set of parameters, 1000
runs are performed.
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