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Driven on- and off-lattice gas
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An on- and off-lattice analog of the driven lattice gas has been studied by molecular-dynamics simulation.
In the model, particles move on a two-dimensional lattice potential under a constant driving force. They also
interact with each other by an attractive square-well pair potential. A heat bath removes as heat the work done
by the driving field. The case of zero field recovers equilibrium two-dimensional lattice and continuous-space
results. With nonzero field and a strong lattice potential, the system is comparable to the driven lattice gas. As
in the driven lattice gas, the anisotropic single-strip configuration persists to higher kinetic energy as the field
strength increases. In the case of zero lattice strength, the model reduces to an off-lattice two-dimensional

driven square-well fluid. Single-strip steady states are not observed off lattice.
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I. INTRODUCTION

The driven lattice gas (DLG) is a fundamental model in
nonequilibrium statistical mechanics. The model consists of
atoms distributed on a square lattice, each atom subjected to
a constant force parallel to one of the lattice vectors. Below
a critical temperature, an anisotropic phase appears in which
atoms separate into a low-density gas and a high-density
high-conductivity strip parallel to the driving field. The criti-
cal temperature for phase separation rises with increasing
field strength.

This work introduces a two-dimensional molecular-
dynamics (MD) model in which particles are driven either on
an underlying square-lattice potential or off the lattice, on a
smooth plane. The driven particles are referred to as “atoms”
in this work. Atoms driven upon a square lattice form a
single-strip phase similar to that seen in the DLG and that
phase persists to higher kinetic energies when the field
strength is greater. When the lattice potential is removed, no
single-strip phase forms.

Adding a periodic external potential to an equilibrium
molecular-dynamics calculation has been done before.
Strepp e al. [1,2] studied the phase diagram of hard and soft
particles moving in two dimensions under the influence of a
periodic potential. Chaudhuri et al. [3] observed freezing and
re-entrant melting due to a periodic potential acting on at-
tractive disks in two dimensions. It is recognized that a lat-
tice potential added to a planar system may alter fluid and
solid states and introduce new phases, especially if the po-
tential is incommensurate with the system’s unconstrained
solid state.

Colloidal particles in an external potential such as that
due to an optical-tweezers array [4] have been modeled by
Potiguar and Dickman [5] with Monte Carlo methods. In
their work, particles moved on a smooth potential [6] having
a square array of deep wells. Particles interacted with a con-
tinuous pair potential, out to third-nearest neighbors. A weak
driving field raised the melting temperature, as happens in
the DLG, but then greater field strength depressed the melt-
ing temperature.

Fully off-lattice analogs of the DLG have been studied
before. Marro et al. [7,8] devised an off-lattice driven
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Lennard-Jones fluid (DLJF) and studied it by Monte Carlo
simulation. They observed an anisotropic driven phase and
found that the critical temperature for its disappearance de-
clined with increasing field strength. Declining critical tem-
perature was related to increased freedom in the hopping
direction, off lattice. Diez-Minguito et al. [9] concluded that
“the DLG does not have a simple off-lattice analog. This is
because the ordering agent in the DLG is more the lattice
geometry than the field itself.”

Another indication that the underlying square lattice is
necessary to the original DLG’s behavior comes from Monte
Carlo simulation of the DLG on triangular and hexagonal
lattices. Varying lattice connectivity and field orientation
relative to the lattice altered DLG properties: weakening and
broadening the transition to an anisotropic phase [10]. An
anisotropic phase was observed only for special relative ori-
entations of field and lattice. The present work will move a
driven gas off of its lattice to compare the nature of the
phases observed on and off of an underlying lattice potential.

The DLG was originally studied by Monte Carlo methods
[11,12]. Tt has also been studied by mean-field methods
[13-16], Langevin-equation and field-theoretic methods
[17-22], and by high-temperature expansion [23]. Also, its
Markov master equation has been solved exactly for steady
states on half-filled small lattices [10,24—26]. In this work,
dynamics will be calculated directly by hard-particle MD
simulation, a method not previously applied to the DLG. The
MD method naturally suits driven particles especially off lat-
tice. However, the limit of an infinitely strong driving field, a
limit often studied for the DLG, is not accessible in MD
because such a field would accelerate particles infinitely.
This work addresses only finite field strength.

II. METHODS
A. Pair potential

The square-well potential was chosen because it is simple
and it closely mimics lattice-gas pair interactions. The
lattice-gas potential may be described in terms of r, the dis-
tance between two gas atoms, and L, the lattice’s nearest-
neighbor site-site distance. The lattice-gas potential is infinite
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FIG. 1. The square-well potential (solid) and the Lennard-Jones
potential (dashed). V is in units of € r is in units of o.

for r<L (preventing multiple occupancy of any site), equals
—e for r=L (i.e., for nearest-neighbor atoms), and is zero for
r>1L (i.e., for all sites beyond nearest neighbors).

In this work, well depth, €, is the unit of energy. As cus-
tomary, the square-well potential’s hard-core diameter, o, is
the unit of length. Time has units of o(m/e)'? [27], but
because atomic mass m is unspecified, time will be left unit-
less. The attractive range of the square well (denoted “c” by
Young and Alder [28], A by Kiselev et al. [29] and by Singh
and Kwak [30], “b” by Skibinsky et al. [31], “(1+5/0)” by
Bolhuis et al. [32], for example) affects the phase diagram
and viscosity [33] of equilibrium square-well fluids. For this
work, the range ¢ was chosen to make the attractive well
resemble the attractive part of a Lennard-Jones potential hav-
ing the same o. The value ¢=(27—1)=1.2449... matches
the square-well and Lennard-Jones potentials at zero poten-
tial and at the center of the square attractive well, as shown
in Fig. 1.

In summary, the square-well potential used in this work is

ooy r <1
Vi) ={-el<r<2”0-1 . (1)
0;r>270-1

With zero driving force and a weak lattice, the present
model reduces to the equilibrium square-well fluid in two
dimensions. There is a solid phase at low temperature. Be-
cause the attractive range of the potential is small, the only
solid expected is hexagonal close packed [28,29,31]. Be-
cause the lattice potential’s attractive region is flat, nonzero
lattice strength may lead to an incommensurate solid at low
temperature, but the lowest-energy calculations reported here
do not show a hexagonal crystal on the lattice potential.
Rather, the lowest temperatures reached (under zero driving
force) with the present method yielded a mixture of hexago-
nally packed and registered solid regions.

B. Lattice potential

Molecular dynamics on a normal lattice, which has point
sites connected by one-dimensional paths, would be difficult.
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FIG. 2. A cell (four unit cells) of the lattice potential. Lattice
sites have potential energy zero. Channel and barrier potential en-
ergies are €. and €,. Coordinates are in units of the hard-core diam-
eter, o.

The present work uses a two-dimensional array of site, chan-
nel, and barrier potentials to influence atom dynamics, guid-
ing atoms to latticelike movement without restraining the
atoms to a lattice of lower dimension. One four-site cell of
the lattice potential is shown in Fig. 2. The center of each site
is analogous to a site or vertex on a square lattice. Channels
are analogous to lattice connections or edges.

Distances are in units of the hard-core diameter. Four sites
in each cell have zero potential energy. Barriers have poten-
tial €, Channels between sites have positive potential €.,
where €. <¢,. At low kinetic energy, the lattice potential in-
fluences atoms to occupy lattice sites and follow channels
between sites. At the lowest kinetic energies, the atoms may
freeze onto lattice sites or may form an incommensurate
solid. At high kinetic energy the underlying lattice potential
has little effect.

The site-site distance, center to center, was set to 1.13.
That distance was chosen because it is approximately the
average atom-atom separation at the critical density for a
melting hard-disk solid.

Each barrier has side length 0.89. That distance was cho-
sen so that the barrier’s diagonal slightly exceeds the range
of attractive interactions, (27 6_1), preventing attractive in-
teractions (“bonds”) between atoms located in next-nearest-
neighbor sites. Such should be prevented because the simple
lattice gas and the DLG have nearest-neighbor attractions
only, not next-nearest-neighbor attractions. The width of
channels and sites is 1.13-0.89=0.24.

The channel and barrier potentials were set to €.=0.5 and
€,=3.0, in units of the attractive well depth e. The lattice
potential strength is scaled with a parameter A;0=A=1. As
the lattice potential strength is varied, the system passes from
an off-lattice two-dimensional square-well fluid to a continu-
ous analog of the lattice gas.

Atoms move according to classical mechanics, subject to
impulsive interactions with each other, and subject to a con-
stant force F. In the present work, the driving force is in the
x direction.
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FIG. 3. Scheme for varying lattice and field strengths. Filled
circles represent (F,,\) pair for which molecular-dynamics data
were collected.

Figure 3 shows schematically the (F,,\) space and four
limiting cases. Those cases and passages between them are
examined in this work.

Periodic toroidal boundary conditions allow a net particle
current in the x direction. Data are reported for runs using
1152 atoms on a 24 X 24, 2304-site lattice. That half-filling
corresponds to the lattice gas’s critical density, p=0.5 atom
per site.

Methods used to study the driven lattice gas and the re-
lated driven Lennard-Jones fluid have included Monte Carlo
simulation, kinetic mean-field theory, and exact analyses of
Markov-chain transition matrices. The most extensive analy-
ses of large systems have been Monte Carlo simulations.
Molecular dynamics has not been applied to the driven lat-
tice gas, even though molecular dynamics has some advan-
tages for nonequilibrium problems: (i) time appears, rather
than number of Monte Carlo steps, a proxy for time. The
explicit time in molecular dynamics allows study of relax-
ation toward steady states. (ii) Choice of a rate function (e.g.,
Metropolis, Glauber), which affects the nature and coexist-
ence of steady states [34], is avoided. (iii) Temperature does
not appear. In the DLG, particles at lattice sites equilibrate
with the heat bath, the temperature of which enters Monte
Carlo hopping rates. In nonequilibrium molecular dynamics,
temperature is not simply defined. Methods for calculating
temperature in nonequilibrium dynamics were discussed by
Casas-Vazquez and Jou [35], Morriss and Rondini [36],
Baranyai [37,38], Jepps er al. [39], and Hoover and Hoover
[40]. In this work, the computationally simplest method has
been adopted: average kinetic energy per atom in two dimen-
sions, Ey;,, stands for temperature. It may not be an entirely
satisfactory stand-in for temperature. For example, kinetic
energy may be both inhomogeneous and anisotropic.

C. Heat bath

A heat bath is applied because work done by the driving
field must be removed to prevent runaway acceleration of the
atoms. Heat removal is essential to driven dynamics. The
choice of heat bath is important. In a nonequilibrium system,
the nature of the heat bath and the way it is coupled to the
system contribute to properties of even the steady states of
the system [41].
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A heat bath for the present step-potential molecular dy-
namics should not alter the equations of motion because that
would reduce the computational benefits of impulsive dy-
namics. Also, for the present model, the bath should not re-
quire that the system has a temperature because of the diffi-
culty defining such. For those reasons, the Hoover and Nosé
thermostats [42] are not optimal for the present model. The
Gaussian thermostat defined by Todd and Daivis [43] is at-
tractive but requires calculation of the streaming velocity. To
place streaming or peculiar velocities near the heart of the
simulation would be bad because it is anticipated that the
present model will, under some conditions, develop inhomo-
geneous velocity distributions. Whatever heat bath is used, it
must be of the “profile-unbiased” type, because velocity-
profile assumptions in thermostats have caused spurious
along-field ordering in other systems [44,45]. Another class
of thermometers, configurational thermometers and thermo-
stats [44], are ill-suited to the step potentials of this work.

For this work, the heat bath adopted is simple, controls
acceleration due to work done by the field, and does not
modify particle trajectories between collisions. It requires
neither local temperature nor peculiar velocity. The heat bath
defined for the present system simply conserves total energy
by extracting kinetic energy at a rate equal, averaged over
time, to the rate at which the field does work. Let J be the
rate at which the bath adds energy as heat, by scaling atom
kinetic energies. Typically, J is negative. The bath’s heat rate,
J, evolves according to the following equations:

dAU) AW

dt I dt’ @
v 2, aw
a7 T(J+ dt ) ®)

In Egs. (2) and (3), W is work done by the field and %V is
the rate at which the field does work on the atoms. The
energy difference AU is cumulative over the molecular-
dynamics run, the sum of work done by the field and heat
supplied (negative) by the bath. The first equation represents
conservation of energy. The two equations may be combined
to give a second-order differential equation for J, that equa-
tion being formally the equation of a damped driven oscilla-
tor. Based on that analogy, 7 is the inverse of the natural
undriven frequency for J. The initial value of J is taken to be
L(N/Ey;,)"?, where L is the site-to-site distance (1.13) and
E};, is the kinetic energy of the N-atom configuration.

During a molecular-dynamics run, the heat bath J is ap-
plied to atoms at lattice-potential boundaries, so —J repre-
sents heat extracted by the lattice from kinetic energy of
atoms. At every atom-lattice collision, both x and y compo-
nents of the atom’s velocity are scaled by (1 +%)” 2, where
At is the time since the last atom-lattice collision and Ey;, is
the kinetic energy (of the N-atom system).

As steady state is approached, dW/dt becomes approxi-
mately constant. Then J approaches —dW/dt and AU also
becomes constant. In the absence of fluctuations and numeri-
cal error, AU=0. In fact, J and dW/dt nearly cancel but AU
will fluctuate and may not precisely average to zero. The
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FIG. 4. Sample behavior of the heat bath for the gas driven upon
a lattice. F,=1, A=1, and N=1152. At r=1000, from the bottom of
the figure to the top, are graphed J, AU, Q, W, and E,;,. The aver-
age Ey;, is 1159, or 1.01 per atom. Energy, heat, and work are in
units of €, the pair potential’s well depth. Time is unitless.

heat rate is calculated from discrete-time atom-lattice colli-
sions, as explained above. The work rate may be calculated

in two ways. At any particular time W_SFv ;» Where v; is

the velocity of the ith atom. Becaused}? is directed in the x
direction, and all atoms have the same and unit mass, this
instantaneous %/ is simply the magnitude of the force times
the total velocity in the x direction. Another method for cal-
culating % uses the recorded W(f), the cumulative work
done by the field during the simulation. W(t)=ZF;Ax;, where
Ax; is the x displacement of an atom during event j, and the
sum runs over all displacements of all atoms, up to time f.
Likewise, a cumulative heat Q(r)=2J,,(AE;,),,,» where the
sum is over all atom-lattice collisions up to time . One ex-
pects to find AU(r)=Q(t)+W(z) at all times, allowing for
fluctuations and a time lag between work and heat.

Applying the bath at lattice potential boundaries has the
consequence that although work is performed continuously,
heat is extracted at intervals. It is possible for work to be
done more rapidly in atoms’ flights between potential bound-
aries than the bath can remove it at boundaries. In practice,
this has been a problem only when the lattice potential is flat
(A=0), average kinetic energy is low, and of course F, is
nonzero. Under those conditions, atoms have a streaming
velocity and %/=2va“ is large.

The simulations reported in this work calculated % in the
j—{ equation from instantaneous work (i.e., from total x ve-
locity). The derivative Z—{ was integrated by simple rectangu-
lar integration as the simulation ran. Figure 4 shows W, AU,
0, and J during 2000 time units of a typical run. The N-atom
configuration’s kinetic energy is also shown in Fig. 4. For the
run shown, A=1 and F,=1. The figure shows that heat rate

~-200 kept AU nearly constant and near zero, compen-

sated for the work done by the field and allowed the configu-
ration’s kinetic energy to fluctuate around a steady value. In
Fig. 4, the left-hand ordinate is for J, AU, and total kinetic
energy. The right-hand vertical axis is for Q(z) and W(z).

Although it might have been possible to define local an-
isotropic temperature in terms of peculiar velocity relative to
streaming velocity, that approach was not taken. In such an
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approach, the position-dependent streaming velocity would
have to be known or quickly estimated in order to establish
the heat bath, and once established the bath would favor
retention of the initial assumption or estimate. Although
streaming velocity could be calculated more efficiently if a
velocity profile could be assumed, an assumed profile may
tend to enhance ordering along the field [43]. Calculating the
streaming velocity adaptively by mere binning might avoid
biasing steady-state results, but would require long runs, es-
pecially to acquire good data in low-density regions. After
steady state has been reached, streaming velocity can be cal-
culated by binning. Indeed, the current density graphed in
Sec. I G is proportional to binned streaming velocity.

Peculiar velocity and the related local temperature were
calculated for off-lattice dynamics, see Sec. IIl B and Fig.
13, to estimate local temperature. The calculation was pos-
sible because off-lattice, streaming velocity was approxi-
mately homogeneous. Inhomogeneous single-strip phases
prohibited such a temperature calculation for on-lattice dy-
namics.

D. Collision dynamics

As usual in hard-potential dynamics, equations of motion
were easily integrated between events. The time to reach a
lattice-potential boundary was easily calculated as the root of
a quadratic equation. For any given atom, the time to its next
collision with another atom was also readily calculated. In
the absence of a driving field, exact collision dynamics was
given by Rapaport [46] and by Alder and Wainright [47].
Because the time to collision is unaffected by the driving
force, so long as both atoms move under the same driving
force, those solutions apply in the present work as well. A
special case occurs when an atom is pinned by the driving
field against a step of the lattice potential preventing its ac-
celeration by the field. In that case time to collision with a
freely moving atom is the root of a quartic equation, and
roots were calculated numerically.

E. Event tree

Calculations were organized in a binary tree of events. An
event is an atom-atom collision, an atom reaching a potential
or cell boundary, a heat-bath update, or a nondynamic event
such as data collection.

A typical computational run consisted of initial relaxation
from #=0 to about 103, followed by data collection over 1000
to 2000 time units. In time increment Ar=1, approximately
10 to 100 events occurred per atom, so data collection oc-
curred over 107—108 events. In their Monte Carlo simulation
of an off-lattice Lennard-Jones fluid Marro et al. [7] calcu-
lated steady-state properties from 10° configurations. For
comparison, steady-state molecular-dynamics averages in
this work reflect approximately 10*—~10° events per atom.
Multiple runs were necessary to reach steady state. Relax-
ation to a steady state was slow at low kinetic energies and
near transitions. Spatial reorganization within a high-density
strip was exceedingly slow, perhaps because little kinetic en-
ergy was available within the strip.
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FIG. 5. A=1 and E};,=0.7 The upper figures show trajectories of 32 atoms for 200 time units. The lower figures show the locations of
all 1152 atoms at one time. (a) F,=0. (b) F,=0.25. (c) F,=0.5. Coordinates x and y are in units of o force is in units of €/ o.

F. Configurations and trajectories

An N-atom configuration consists of all atoms’ positions
and velocities. Although each atom had its own local time
during a simulation, all atoms were updated to a common
time before configurations were used for property collection.
Figure 5 shows typical trajectories superimposed on the lat-
tice potential and snapshot configurations.

Shown are trajectories for 32 of the 1152 atoms moving
upon a 24 X24 lattice for 200 time units. Configurations
were drawn from the same simulations runs as the trajecto-
ries but show all 1152 atoms at a single common time. All
three of Figs. 5(a)-5(c) correspond to approximately the
same average Kinetic energy, 0.7 (per atom, in units of €).
The driving field F is zero for Fig. 5(a), 0.25 for Fig. 5(b),
and 0.5 for Fig. 5(c). With zero driving field for Fig. 5(a),
trajectories appear to be diffusive and resemble those of an
equilibrium lattice gas, although these trajectories are con-
tinuous in two-dimensional space. Figure 5(a) shows a dis-
ordered and isotropic system, as expected because the driv-
ing field has zero strength and the kinetic energy (which
equals temperature in this nondriven case) is above the freez-
ing point, which is approximately 0.4. Raising the driving
field to 0.25, Fig. 5(b), leads to a high-density single strip
and makes velocity inhomogeneous and anisotropic. Atoms
in the low-density regions have high velocities in the x di-
rection, accelerated by the field. In the high-density strip,
atoms appear to be frozen into a registered solid. Doubling
the field to F,=0.5, Fig. 5(c), increases the velocity along the
field direction in the low-density region without qualitatively
altering the high-density strip.

When the lattice strength is zero and the field is also zero,
the model reduces to the square-well fluid in two dimen-

sions. Figure 6 shows 32 trajectories and an 1152-atom con-
figuration with A=0; no lattice potential. Comparable data
for A=1, the full lattice potential, are in Fig. 5(a). The con-
figuration shown in Fig. 6 is similar to the configuration in
Fig. 5(a), which is for the same temperature but has a non-
zero lattice potential.

Describing the case A=0 as lattice-free could be mislead-
ing. Although A=0 does make zero the lattice’s potential
energy, the heat bath always operates upon atoms when they
reach boundaries of the lattice potential, even in the limit of
no change in potential at those boundaries. In the case A=0,
the lattice potential is flat but its boundaries are still used by
the heat bath.

G. Time-averaged properties

Time averages over an evolving configuration lead di-
rectly to kinetic, potential and total energy, the current, the
number of bonds (where a “bond” is a pair of atoms sepa-
rated by less than co), and the current density. Current den-
sity is the number of atoms per time per Ay bin, leaving the
simulation cell in the x direction, periodically wrapping
around to the left edge of the simulation region. In Fig. 7
there appears a local minimum in the current density at
E;;, =~ 1.5. The driven (F,=0.25) energy flattens at the same
kinetic energy. At the same kinetic energy, and for F,=0.25
the structure factor perpendicular to the field goes to zero,
and the high-density strip disappears, indicating a transition
to an anisotropic and homogeneous phase.

Current density, density, and kinetic energy may vary
along y perpendicular to the field. These quantities were cal-
culated as functions of y by binning along y. Figure 8 shows
the kinetic energy per atom in the x and y directions plotted
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FIG. 6. F,=0, A\=0 (off lattice), and E};,=0.7. Upper: trajecto-
ries of 32 atoms over Ar=200. Lower: snapshot of one 1152-atom
configuration. Coordinates x and y are in units of o.

as functions of y. For reference, the particle density p(y) is
also graphed. In the central high-density strip, kinetic energy
is low, isotropic, and approximately homogeneous (Ey,
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FIG. 8. Kinetic energy is inhomogeneous and anisotropic. F,
=0.25, A=1, and E};,=0.7. Ey;, , (open diamonds) and Ej, , (filled
diamonds) are on the left ordinate. Density (filled circles) is on the
right ordinate. Energy is in units of €; y is in units of o.

=~ Ej;n,y» With little y dependence). That is, the high-density
strip appears to be a frozen cold slab of atoms. In the low-
density region, kinetic energy is higher and anisotropic. Ki-
netic energy is higher along the field than perpendicular to
the field. Even perpendicular to the field, the kinetic energy
Ey;, ., is several times the equilibrium melting temperature,
which is approximately 0.4. The overall steady state (for the
particular conditions of Fig. 8) may be described as a cold
slab coexisting with a hot low-density gas.

Figure 9 shows the current density and particle density for
the same conditions as in Fig. 8. Current is carried mainly by
the low-density gas in the case shown. In off-lattice cases
(i.e., with A=0) the high-density region itself carries current
by moving in the field direction as a unit.

The structure factor S(k,,k,) was calculated from configu-
rations and filed for analysis after the run. The structure fac-
tors parallel and perpendicular to the field, S(k,,0) and
S(0,k,), were averaged over the structure factors collected
during a run. Single-k values S(1,0) and S(0, 1) indicate an-
isotropy perpendicular and parallel to the field, respectively.
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III. RESULTS

A. Equilibrium square-well fluid

When the driving field F,=0, steady state is the equilib-
rium state and average kinetic energy equals temperature.
Equilibrium molecular-dynamics simulations were run with
four values of \: 0, 0.25, 0.5, and 1. Figure 10 shows the
energy as a function of temperature for the gas off lattice,
and on lattice with A=1. In both cases and at the intermedi-
ate F,=0.25,0.5 (not graphed) the only phase transition is
solid-to-fluid. The nature of the low-temperature solid de-
pends on the lattice strength, . Off lattice (\=0) the solid is
hexagonally close packed and isotropic, with enough defects
to reduce the average number of bonds per particle, Ny, 45,
from 3 to 2.8. On lattice, the solid is a mixture of registered
solids, 1 X1,2X 1, and 3X 1, plus regions of hexagonal
packing. For A=1 and 0.5, the solid consists mostly of 2
X1 and 3 X1 regions, and Np,,;=~?2.4. For A=0.25, the
solid is mostly hexagonal, resembling A=0 configurations,
and N,,,4,=2.7. Based on the maximum in the heat capacity
(not shown), the solid-fluid transition occurs at Ej;,=~0.45,
independent of lattice strength. For comparison, phase tran-
sition in the lattice gas on a square lattice occurs at T
=2.269J/k=2.269¢/ (4k)=0.565 in the present units.

In the special case F,=0 and A=0, the system reduces to
the square-well fluid in two dimensions. The square-well
system has been studied extensively in two and three dimen-
sions. The equilibrium solid-liquid critical temperature for
the present well width, ¢=1.2449, and in two dimensions,
may be estimated from the 3d critical temperature T3p
=0.762 [48] and the approximate ratio of the d=2 to d=3
critical temperatures, Tcyp/Tezp=~0.66 [49]: Terp=~0.762
X 0.66=0.50. The value 0.50 is not inconsistent with the
phase transition temperature of approximately 0.45 indicated
by the data in Fig. 10, considering that the molecular-
dynamics simulation was not precisely at the off-lattice criti-
cal density and that no system-size corrections have been
made.

B. Driven off-lattice gas

Off lattice (i.e., with zero lattice potential, A=0), for the
field strengths used, current was observed even at the lowest
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FIG. 11. Off-lattice current density, j, divided by root-mean-
square velocity. Lattice strength A=0. Driving field strength F: 1/8
(open squares, top curve), 1/4 (open diamonds), 1/2 (filled squares),
and 1 (filled diamonds, bottom data). Ey;, is in units of € per atom.
j/U,ms has units of number of atoms divided by o2.

kinetic energies simulated. Current density is proportional to
the average v,, and v, approaches the root-mean-square v,
at high kinetic energies, because the field biases velocity
toward the x direction [v,,,,=(2E};,)"*]. Figure 11 shows
J /U, as a function of kinetic energy for various strengths of
the driving field. The high-E};, limit is simply N/Area which
equals 0.392, because N=1152 and Area=(24X1.13X2)2
Velocity anisotropy saturates at the limiting j/v,,, where
(Uy) = U,y Figure 11 shows that increasing field strength
delays saturation of velocity anisotropy to higher kinetic en-
ergy. In the absence of the lattice potential, there is evidently
little resistance to flow.

The current density, under F,=1, displays a break or dip
at E;;,~ 0.6 in Fig. 11. The origin of that feature is unknown.
It is not prominent in plots of E,,, Np,ug;, O structure fac-
tors.

At high kinetic energy, configurations showed a locally
hexagonal solid, connected around large vacancies, and iso-
tropic. Current came from the entire configuration being
driven by the field.

Configurational relaxation was slow off lattice, at low ki-
netic energy, so reaching and identifying steady state was
difficult. Under a weak field (F,=1/8 and 1/4), below Ey;,
=0.5, multiple configurations appeared steady in the sense
that no change in N4, and E,,,, was apparent over 103 time
units. A single-strip configuration prepared with straight
boundaries parallel to the field retained its shape and bound-
aries over 10* time units. However, longer runs suggested
that single-strip configurations having straight boundaries
were unstable against break-up to isotropic configurations.
Once the boundaries of a strip were perturbed, the strip did
not reform. Also, such a strip was not observed to form from
an initially random configuration. The present molecular-
dynamics method poorly characterizes low-E,;, off-lattice
configurations under weak fields. Nonetheless, it can be con-
cluded that low-field off-lattice systems show no evidence of
stable anisotropic configurations, and boundaries of high-
density regions are not preferentially oriented along the field.

At the highest field strength used, F,=1, the structure fac-
tor reflects weak anisotropy parallel to and perpendicular to
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X

FIG. 12. Off-lattice configurations driven by F,=1. The field
direction is left to right. The left panel is a configuration from a
steady state with S(1,0)=290, E;,=0.5. The right panel is a con-
figuration from a steady state with S(0,1)=260, Ey;,=1.9. Coordi-
nates x and y are in units of o.

the field. Figure 12 shows configurations from the off-lattice
system under field F,=1. The configurations shown are from
steady runs for which S(0, 1) was large (260), and for which
S(1,0) was large (380). Neither configuration, nor any other
observed off lattice, approached the degree of anisotropic
order observed on-lattice, e.g., Fig. 5(c), and in the driven
lattice gas.

The configurations in Fig. 12 appear locally cold: high-
density regions have local hexagonal order and boundaries
relax only slowly. In an effort to quantify the apparent cold-
ness, temperatures were calculated for the off-lattice systems
in the following approximate way. The along-field velocity
v, was averaged over configurations. Then temperatures par-
allel and perpendicular to the field were calculated relative to
(V). Tx=(%(vx—<vx))2>. Ty=(%v§>. Figure 13 shows T, and
T, for the off-lattice F,=1 system. The calculated tempera-
tures are lower than Ej;, and lower than the equilibrium
freezing temperature. There is little temperature anisotropy,
less than a factor of 2 between 7, and T,. It may be that
interaction of the driving field, which continuously acceler-
ates atoms along x, and the bath extracting heat, keeps the
system’s peculiar kinetic energy low. In some local equilib-
rium sense, the system is solid- or gel-like.

0.25

0.20+

>
F 0151

x
= 0.10-

0.05 A

0.00

FIG. 13. Temperatures in the x direction (solid diamonds) and y
direction (open squares) extracted from peculiar velocity under the
field F,=1. A=0 (off lattice). The mean velocity in the field direc-
tion is the solid line. The unit of Ej;, is €, that of T, and T, is €/kp,
and v, has units of o divided by unitless time.
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FIG. 14. Structure factors S(0,1) and S(1,0). Lattice strength
N=1. Upper graph (a): field strength F,=1 (filled diamonds), 1/2
(filled squares), and 1/4 (open diamonds). Lower graph (b): field
strength F,=1/8. S(0,1) (open squares), S(1,0) (filled triangles).
Lines are merely guides for the eyes. The structure factor is unitless.
E};, 1s in units of e.

An underlying lattice potential sticks a frozen high-
density slab in place, as indicated in Fig. 8 and discussed in
Sec. IT G. When the lattice potential is zero, as discussed in
this section, the driving field pushes the configuration as a
whole. The drifting configuration resembles the “flying ice
cube” described by Harvey er al. [50]. The ice cube de-
scribed by Harvey was an artifact of a molecular-dynamics
heat bath that periodically rescaled velocity. It is not apparent
that the present heat bath, as described in Sec. I C, would be
subject to such an artifact. For the present model, off-lattice
configurations are locally cold, drift under the field, and do
not form ordered strips.

C. Driven on-lattice gas
1. Full-strength lattice, A\=1

On the lattice, the field causes a high-density strip with
edges parallel to the field direction. Examples are displayed
in Figs. 5(b) and 5(c). These strips resemble those observed
in the driven lattice gas. The structure factor (0, 1) indicates
single-strip anisotropy. As kinetic energy increases, S(0,1)
diminishes gradually, vanishing when the strip disappears
into a homogeneous driven fluid. Under a weaker field, the
one-strip configuration disappears at lower Ej;,, under stron-
ger field it persists to higher E,;,.

Figure 14 shows the structure factor S(0,1) as a function
of the kinetic energy per atom for four field strengths. For the
lowest field strength, S(1,0) is also shown. The arguments of
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FIG. 15. On-lattice current density divided by root-mean-square
velocity. Lattice strength N=1. Driving field strength F: 1/8 (open
squares), 1/4 (open diamonds), 1/2 (filled squares), and 1 (filled
diamonds). On the abscissa, Ey;, is divided by F, merely to spread
data that would otherwise be obscured near the origin. Current/v,,,,
has units of number per o2. Ey;,/F, has units of o.

the structure factor are in units of the simulation length di-
vided by 2, so S(0,1) and S(1,0) reflect a wavelength
equal to the system size.

At the lowest field strength used, F,=1/8, the structure
factors graphed in Fig. 14 show that, as kinetic energy rises,
the initially isotropic solid develops a rough strip perpen-
dicular to the field, shown by the rise of S(1,0). That aniso-
tropy is replaced by a well-defined strip parallel to the field,
as shown by the fall of §(1,0) and subsequent rise of S(0,1).
The rise of S(0,1) is due to a strip that resembles the DLG
single-strip phase. It disappears to an isotropic fluid at Ey;,
~(.75.

The solid appears to be isotropic at the lowest kinetic
energies simulated. Current density, scaled by the root-mean-
square speed, is graphed in Fig. 15 for four field strengths. At
low kinetic energy the solid has zero or near-zero current.
The onset of current corresponds with the initial rise in struc-
ture factor, in those cases in which a rise is visible. Extend-
ing simulations to lower kinetic energies would allow a bet-
ter check of that concurrence, but slow relaxation prevented
identification of steady states at lower kinetic energies.

The same anisotropic-to-isotropic transitions that are ap-
parent in the structure factors are evident as dips or breaks in
J/Ups. The maximum possible value of j/v,,, 0.392, is
achieved when velocity is directed entirely along the field
direction. Only the strongest field drives the system to near
that limit. This is qualitatively different than on the zero-
strength lattice, where even the weakest nonzero field, F,
=0.125, pushed j/v,,, to its limit.

The potential energy per atom is graphed versus kinetic
energy per atom in Fig. 16. Equilibrium energy (i.e., for F,
=0) is also shown. At a given total kinetic energy, driven
systems have lower potential energy than the equilibrium
system, mainly because in the driven system a larger number
of attractive pair interactions contribute to lowering the po-
tential energy. As the field diminishes, the potential energy of
the driven system approaches that of the equilibrium system,
as it must.
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FIG. 16. Driven on-lattice potential energy versus average ki-
netic energy per particle. Lattice strength A=1. Driving field
strength F,: 1/8 (open squares), 1/4 (open diamonds), 1/2 (filled
squares), and 1 (filled diamonds). Equilibrium (F,=0) is the solid
line. Energies are in units of e. F, has units of €/ .

2. Half-strength lattice, A=0.5

As on the full-strength lattice, the low-temperature solid
is isotropic and has near-zero current. Current rises when the
structure factor rises, in the cases in which sufficiently low
E,;, values permit observation of the structure factor’s rise
from zero. A single-strip DLG-like anisotropic configuration
breaks into an anisotropic fluid at high kinetic energy. As on
the full-strength lattice, greater field strength moves the
breakup to higher kinetic energy. Numerical results appear in
Table 1.

Also as on the full-strength lattice, at the lowest field
strength F,=1/8, rising Ey;, leads first to a rise in S(1,0), an
ordering perpendicular to the field, followed by a decline in
S(1,0) and a rise in S(0,1). Qualitatively the same behavior
is seen in Fig. 14(b).

IV. CONCLUSIONS

The equilibrium case, F,=0, of the present model system
passes smoothly from a near-lattice system to a potential-free
planar system. Trajectories on the strongest lattice potential,
Fig. 5(a), resemble lattice-gas hopping. Melting is observed.
The temperature or kinetic energy at which melting was ob-
served did not depend strongly on lattice strength. Of course,
more precise location of the transition, or a broader range of
lattice strength, might reveal dependence on \.

On lattice and driven, with A >0 and F,>0, the system
behaves much like the driven lattice gas. Steady states in-

TABLE I. Kinetic energy at which isotropic fluid replaces the
anisotropic strip.

F, Ei, at \=0.5 Ein at A=1
1/8 1.0 0.75
1/4 2.5 1.5

172 6.6 4.5

1 No data 10.5
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clude DLG-like single-strip states, with the strips aligned
with the field. The anisotropy is enhanced by larger field
strength, as indicated by increasing S(0,1) with increasing
F,, Fig. 14(a). At least at low field strengths, there is a
threshold Ej;, below which the system is solid and does not
carry current. Above that threshold, the field drives the sys-
tem into an anisotropic current-carrying steady state, current
increasing with Ey;,. For low field strengths, structure factors
indicate that the driven configurations order perpendicular to
the field over a narrow range of E;,, before forming a DLG-
like strip along the field. Strips disappear into homogeneous
fluid at transition kinetic energies that increase with increas-
ing field strength, as in the DLG.

In the driven on-lattice system, current is carried prima-
rily by the low-density gaslike region. This is in contrast to
the DLG and the off-lattice driven Lennard-Jones fluid
(DLJF), both of which are Monte Carlo models. In the DLG,
current is carried equally by the high- and low-density re-
gions. In the off-lattice DLJF, most current is carried by the
high-density region. In both the DLG and the DLIJF, the larg-
est current density is at the interface between high- and low-
density regions [51,52]. The origin of the current-carrying
difference between the present model and the Monte Carlo
models may arise from temperature. Temperature is a homo-
geneous and isotropic parameter in customary Monte Carlo
rates. In the present MD model, kinetic energy is inhomoge-
neous and anisotropic. To the extent that E,;, represents tem-
perature, low-density regions are hotter and so more conduc-
tive than high-density regions, as indicated by Fig. 8, for
example.

When off lattice (i.e., with A=0) the present MD model is
unlike the driven lattice gas in the sense that its configura-
tions are approximately isotropic, solidlike with large vacan-
cies. No single-strip ordered states appeared to the largest
field strengths and kinetic energies simulated. Of course,
larger fields and energies might yield other behavior. Ob-
served particle current was large down to the lowest kinetic
energies that were reached in the simulations. At higher Ey;,,
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current closely approached the root-mean-square-speed limit,
for the four values of F, used in the simulations, as shown in
Fig. 11. The on-lattice MD model resembles the DLG be-
cause the lattice mixes flow, scattering velocities at each im-
pact. That imparts Markov-type properties to the dynamics,
as in a Monte Carlo lattice model. Off lattice, only particle-
particle collisions are left to fulfill that role, and their effect
is suppressed by streaming along the field.

Temperature, in concept and in calculation, is a problem
for this and other nonequilibrium molecular-dynamics mod-
els. In the present work, kinetic energy was used as an orga-
nizing and control parameter. It may not be ideal for the
purpose. As Baranyai [37] remarked, “It seems very likely
that the kinetic temperature of [nonequilibrium molecular-
dynamics] models is a wrong candidate for the role one can
expect from a temperature-like quantity.” Although kinetic
energy is a readily calculated and well-defined proxy for
temperature, it is not entirely satisfactory for organizing
steady-state properties.

A natural strength of the molecular-dynamics method is
its ability to calculate time-dependent properties. Relaxation
dynamics can be studied. Also, time reversal is available so
irreversibility and entropy production may be accessible in
future work. Those strengths of molecular dynamics were
not realized in the present work, which focused on charac-
terizing steady states, but should be in future work.
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