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Stochastic and coherence resonance in feed-forward-loop neuronal network motifs
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The relationships between noise and complex dynamic behaviors of neuronal ensembles are key questions in
computational neuroscience, particularly in understanding some basic signal transmission mechanisms of the
brain. Here we systemically investigate both the stochastic resonance (SR) and coherence resonance (CR) in
the triple-neuron feed-forward-loop (FFL) network motifs by computational modeling. We use the Izhikevich
neuron model as well as the chemical coupling to build the FFL motifs, and consider all possible motif types.
The simulation results demonstrate that these motifs can exploit noise to enrich its dynamic performance. With
a proper choice of noise intensities, both the SR and CR can be exhibited in many types of the FFLs. On the
other hand, our results also indicate that the coupling strength serves as a control parameter, which has great
impacts on the stochastic dynamics of the FFL motifs. Additionally, biological implications of presented results

in the field of neuroscience are outlined.
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I. INTRODUCTION

Complex networks are ubiquitous in both natural and en-
gineered systems. Intensive statistical studies have revealed
that a large number of complex networks contain some sig-
nificantly recurring nontrivial patterns of interconnections
[1-3], termed “network motifs,” which are believed to be
basic building blocks of these networks. Network motifs are
currently being widely studied across many scientific disci-
plines and suggested to perform specific functional roles. In
recent years, systematic research works on neuroscience
have demonstrated that these motifs do exist in real biologi-
cal networks, such as neuronal networks [1,3,4], transcrip-
tion regulatory networks [2,5], protein-protein interaction
networks [6], and brain functional networks [7]. Moreover, it
is found that, in many systems studied so far, the motifs are
linked to each other in a way that does not spoil the inde-
pendent function of each motif [8]. Elucidating the dynamics
and special functions of these network motifs can be there-
fore treated as the first step to understand the behaviors of
whole networks.

On the other hand, neurons are fundamental elements
constituting biological neural networks. The main function of
neurons is to generate electrical signals in response to chemi-
cal and other inputs, and transmit them to other neurons [9].
The constructive effects of noise on signal transmission
among neurons have been extensively studied from both the-
oretical and computational approaches, and many noise-
induced complex dynamic behaviors have been found—for
example, the synchronization [10-13], stochastic resonance
(SR) [14-17], and coherence resonance (CR) [11,18-22].
Among these behaviors, SR and CR are two counterintuitive
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but rather important phenomena. In the phenomenon of SR, a
small periodic signal forcing nonlinear system can be ampli-
fied by the addition of a stochastic force, or external noise, to
the signal [21,23]. In essence, SR is based on the cooperative
effect between the stochastic dynamical system and the ex-
ternal forcing [24,25]. CR reflects the coherent motion
stimulated by the intrinsic dynamics of the system [18,26].
Without a periodic signal, coherent oscillation in a nonlinear
system can be purely induced by the noise, and the regular
behavior of the stochastic dynamics achieve maximum at an
appropriate noise level. Both the SR and CR occur in a num-
ber of experimental systems [27,28], and are considered to
be two basic mechanisms that neurons use to transmit sig-
nals.

The triple-neuron feed-forward-loop (FFL) is one of the
most significant neuronal network motifs [3], in which, as
shown in Fig. 1(a), neuron 1 drives neuron 2, and neurons 1
and 2 both drive neuron 3. In this motif, neuron 1 and 3 can
be considered as the input and output neurons, respectively.
In general, neurons can be divided into excitatory and inhibi-
tory neurons. Excitatory neurons encourage the activity of
neurons on which they act, while inhibitory neurons act in an
opposite manner. Depending on whether the neurons in the
FFL are excitatory or inhibitory, there are eight possible
structural configurations, which are given in Table I. Re-
cently, in [29], simulation results on neuronal network motifs

(@) (b)

FIG. 1. Connection patterns: (a) the FFL neuronal network mo-
tif: neuron 1 drives neuron 2, and both jointly drive neuron 3; (b)
simple drive of neuron 3 by neurons 1 and 2 as a comparison of the
FFL.
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TABLE 1. Eight possible FFL types. Here E and [ are used to
represent excitatory and inhibitory neurons, respectively.

Type Neuron 1 Neuron 2 Neuron 3
T1-FFL E E E
T2-FFL E 1 E
T3-FFL E E 1
T4-FFL E I I
T5-FFL I E E
T6-FFL I I E
T7-FFL I E I
T8-FFL I I I

have found some interesting functional roles for them. For
instance, the T2-FFL can both accelerate the response to the
ON step and delay the response to the OFF step of the input
to neuron 1; the mixed-feed-forward-feedback-loop (MFFL)
motifs can serve as both the long-term and short-term memo-
ries. These results indicate that neuronal network motifs may
perform some specific signal processing functions. However,
the work in [29] did not consider the effects of noise. Since
the nontrivial effects of noise on nonlinear systems, it is
reasonable to believe that noise influences the stochastic dy-
namics of these neuronal network motifs, including the
FFLs.

Following this motivation, in this paper, we use computa-
tional modeling to systemically study both the SR and CR in
the FFL neuronal network motifs. Only neurons coupled via
chemical synapses are examined because the case of electri-
cal coupling arising via gap junction is generally bidirec-
tional. In order to fully understand the effects of different
types of chemical synapses, all possible FFL types are exam-
ined in this work. The rest of this paper is organized as
follows. Section II is devoted to introduce the Izhikevich
neuron model and the chemical coupling as its main ingre-
dient. Brief simulation results on both the SR and CR in the
FFL neuronal network motifs are reported in Sec. III. Finally,
a brief conclusion and discussion of our work are given in
Sec. IV.

II. MODEL

Let us consider building the FFL neuronal network motifs
and performing simulations by using the Izhikevich neuron
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model [30]. The dynamics of this model is described by the
following two equations:

dv;
d—i=0.04v?+50i+140—ui+li, (1)
du;
—=a(b i~ Ui, 2
5 = b= u) 2)
with the auxiliary after-spike resetting
. Vi< ¢,
if v;=30 mV, then (3)
Uj<—u;+ d,

where i=1, 2, 3 index the neurons, v; denotes the membrane
potential of the neuron, u; represents the membrane recovery
variable, whereas /; is the total input current. Four dimen-
sionless parameters a, b, ¢, and d are used to determine the
neuron type. According to Ref. [30], we use the regular spik-
ing (RS) neuron (¢=0.02, b=0.2, c=—65, and d=8) to model
the excitatory neuron and fast spiking (FS) neuron (a=0.1,
b=0.2, c=-65, and d=2) to model the inhibitory neuron,
respectively. Both the RS and FS neurons fire very regularly
when they are driven by a low suprathreshold dc current.
However, as shown in Fig. 2, they can fire burst if the stimu-
lus is strong enough. Whenever the membrane potential
reaches a threshold V;,=30 mV, an action potential is gen-
erated, and then the membrane potential and recovery vari-
able are reset according to Eq. (3).
The total input current consists of three terms, which is
given by
L=+ "+ 117,

i=1; (4)
Here, I;™ is the external applied current, and ;" is the total
synaptic current. The noise current I"°“*=\2D&(f) repre-
sents the external or intrinsic fluctuations of the neuron itself,
where the Gaussian white noise &(r) satisfies zero mean
(&(1))=0 and unit variance (&(1)&(t+7))=8(7), and D is re-
ferred to as the noise intensity.

For the chemical coupling considered in this work, neu-
rons transmit signals with the help of neurotransmitters. In
this coupling type, the synaptic current onto neuron i is the
linear sum of the currents of all incoming synapses, ;"
=>.1" where the individual synaptic currents are

Jy
RS neuron burst FS neuron burst
FIG. 2. (Color online) Voltage responses of
the Izhikevich neuron to the external current I:
(a) regular spiking (RS) neuron and (b) fast spik-
=30 ing (FS) neuron.
1=10 =30 1=10 I=10 1=10
1=0 |1=0]
0 50 100 150 200 250 0 20 40 60 80 100
(a) time (ms) (b) time (ms)
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I;"(0) = gyl Es = vi(1)], (5)

where v; represents membrane potential of neuron i, and g;;
describes the coupling strength of the synapse from neuron j
to neuron i. For simplicity, we assume that g;;=g, that is, the
coupling strength is identical for all connections. The param-
eter E; is the reversal potential which determines the type of
synapse. For excitatory synapse, E,=0 mV and for inhibi-
tory synapse, E,=—80 mV. The synapse variable r; is the
fraction of postsynaptically bound neurotransmitter. Here we
assume r; obey the first-order kinetics, which is defined by

dr. A
;’}=F(v,><1 —r,-)—%, (6)

where F(v;)=1/[1+exp(-v;)] is the synaptic recovery func-
tion and 7,=10 ms is the synaptic decay rate.

III. NUMERICAL RESULTS

The above-mentioned stochastic differential Egs. (1) and
(2) are numerically integrated using the Euler-Maruyama al-
gorithm [31] with a fixed time step #=0.1 ms. Since neuron
1 and 3 are repetitively regarded as the input and output
neurons of the FFL neuronal network motif, we only exam-
ine the response of neuron 3 to the external applied current
of neuron 1. To quantitatively evaluate the performances of
SR and CR, several effective measures are introduced. The
data shown in our work are averaged results of 20 indepen-
dent runs.

Let us first examine whether the stochastic resonance can
be exhibited in the FFL neuronal network motifs. In order to
do this, we set I,=I13=2 and consider that neuron 1 is subject
to a local weak periodic forcing, that is I, =1+ C sin(2f 1),
where I,=2 is the bias current, C=1 is the amplitude, and f;
is the frequency of the signal. Under the circumstance, the
external applied currents are too weak to excite the FFLs in
the absence of noise. Here we use the signal-to-noise ratio
(SNR) to measure the relative performance of SR quantita-
tively. To calculate the SNR, the power spectral density
(PSD) should be obtained from the time series of the output
neuron. An example of the stochastic oscillation in the T1-
FFL motif is plotted in Figs. 3(a) and 3(b). As we see, the
PSD consists of two main components: (a) a main peak lo-
cated at the forcing frequency and several other peaks lo-
cated at multiples of the forcing frequency; and (b) a back-
ground noise. This indicates that the frequency characteristic
of the output spike train is induced by the local weak peri-
odic forcing. Then the SNR g is simply defined as, S
=[S(f,) —N(f,) 1/ N(f,), where f is the input signal frequency,
S(f,) is the power at the frequency f;, and N(f,) is the aver-
aged power at nearby frequencies. Note that there are several
ways to define the SNR, but variations of this definition do
not qualitatively affect the final results.

Now we study the dependence of SNR on the noise inten-
sity as well as the coupling strength. Since the SNR is too
low when neuron 1 is inhibitory, we only find interesting
results for the FLL motifs with excitatory input neuron. The
corresponding simulation results are shown in Figs. 4(a) and
4(b). As the noise intensity increases, the SNR curves all first
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FIG. 3. (Color online) An example of the stochastic oscillation
in the T1-FFL, with D=3 and g=0.5. (a) The time series of v as
well as the periodic forcing signal of neuron 1 with frequency f;
=10 Hz (for better viewing, the amplitude of the signal is ten times
higher than that in the model), and (b) the corresponding power
spectrum density graph.

rise and then drop, indicating that such stochastic oscillation
shows the best performance at an optimal noise level. The
results clearly illustrate the occurrence of stochastic reso-
nance. When the coupling is very weak (g=0.15), it obvious
that a part of information is lost during the transmission [Fig.
5(a)]. In this case, the abilities of weak periodic signal de-
tection in all considered types are quite low. However, our
simulation results show that the T1-FFL is more efficient
than other types of FFL. Actually, in this situation, neuron 2
in the T1-FFL can increase reliability of communication to a
certain degree. By increasing g from 0.15 to 0.3, the cou-
pling is so strong that almost each spike from the input neu-
ron causes the output neuron emit a spike [Fig. 5(b)], thus
resulting the maximal SNR sharply increases for these mo-
tifs.

We also study the “simple drive” of neuron 3 by neurons
1 and 2 [Fig. 1(b)] as a reference of comparison. As in the
FFL motifs, we use the same method to define the types of
the simple drive. In Figs. 4(c) and 4(d), the dependence of
SNR on the noise intensity and coupling strength for four
corresponding simple drive types are plotted. Similar sto-
chastic resonance can also be seen clearly. There is no big
qualitative difference between Figs. 4(b) and 4(d). However,
when the coupling is weak [Figs. 4(a) and 4(c)], the maxi-
mum of SNR in the T1-FFL (T3-FFL) is obviously larger
than those in the T1-Simple (T3-Simple); while the maxi-
mum of SNR in the T2-FFL (T4-FFL) is similar with those
in the T2-Simple (T4-Simple). The results suggest that for
weak coupling the abilities of weak periodic signal detection
of the T1-FFL and T3-FFL motifs are more reliable than
those of the corresponding simple drive types.

It should be noted that we are especially interested in the
results of the T1-FFL and T2-FFL motifs. This is at least due
to the following two reasons: (i) since the ratio of excitatory
to inhibitory neurons in biological neural networks is about
4:1, the T1-FFL and T2-FFL motifs are more universal than
other two types in theory. (ii) The inhibitory output neurons
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in both the T3-FFL and T4-FFL motifs impede any excita-
tory signals across them, which in principle largely decrease
the subsequent propagation of the frequency characteristic.
To further investigate the influence of coupling strength,
the maximums of SNR are calculated at the corresponding
optimal noise intensities for different values of g. In Fig.
6(a), the maximum of SNR as a function of the coupling
strength for both the T1-FFL and T2-FFL motifs are plotted.
Figure 6(a) further demonstrates that the T1-FFL is more
efficient than the T2-FFL in weak-coupling regime (g
=0.25). On the other hand, if the coupling strength is larger
than 0.4, the T2-FFL shows a better performance. For the
T1-FFL, it is clear that the SNR curve exists a local mini-
mum near g=0.5. In the case of the T2-FFL, the range of
coupling strengths for large values of SNR is much larger,
indicating the T2-FFL is more stable and reliable. By com-
paring the time series in Fig. 5(c) with those in Fig. 5(d), we
find that this local minimum is caused by both the irregular
burst firing and false firing of the output neuron. At g=0.5, a
spike from neuron 1 makes both neurons 2 and 3 spiking.
For the T1-FFL motif, since neuron 2 is excitatory, the output
neuron may fire burst sometimes with the help of noise. But
in this case the burst is very sparse and irregular because the
coupling is not strong enough. On the other hand, a spike
from excitatory neuron 2, which is not caused by the firing of
the neuron 1, also leads the output neuron to emit a false
spike. The above-mentioned two factors introduce other fre-
quency characteristics in the output spike train. For the T2-
FFL motif, the inhibitory neuron 2 can prevent the output
neuron firing burst as well as false spike effectively. How-
ever, due to synaptic delay, neuron 2 does not prohibit the

0.2 1.2
log,,(D)

output neuron emitting the first spike each time. Therefore,
the SNR curve of T1-FFL motif exists a local minimum near
g=0.5. When the coupling strength is increased to a rather
large value [for example, g=0.8 in Fig. 5(e)], due to strong
coupling the burst firing of the output neuron in the T1-FFL
motif becomes regular. In this case, the false signals from
neuron 2 reduce the SNR, but the regular bursts tend to can-
cel the decreasing tendency. As a result, the corresponding
SNR is enhanced again. The above analysis might explain
why there exists a local minimum at the maximum of SNR
curve of the T1-FFL motif.

It was recently reported that there exists a special fre-
quency sensitive range for a single neuron [32]. Further
works on neuronal networks have demonstrated that these
networks display the similar characteristic [33,34]. Here we
also investigate the frequency sensitivity of weak periodic
signal detection in the FFL neuronal network motifs. Figures
7(a)-7(c) show the output SNR versus the frequency of input
signal for different noise levels. In all cases, a bell-shaped
SNR curve is seen clearly by tuning the frequency of the
input signal, which implies that the ability to detect and
transmit signal can be significantly improved when its fre-
quency falls within a special range. On the other hand, the
frequency sensitivity of the FFL motifs also relies heavily on
noise intensity. As D grows, the top region of the SNR
curves all first becomes wide and then becomes narrow. It is
obvious that at intermediate noise intensities the SNR for the
frequency in a wide range (about 6-20 Hz) has large value.
The results suggest that the SR could enhance the effects of
weak intrinsic rhythmic oscillations such as the alpha
(7.5-13 Hz) and beta (14-25 Hz) rhythms in the brain. The
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above finding may be relevant to the fact that these kinds of
oscillations exist widely in the brain of mammals.

Indeed, the frequency sensitive characteristic makes these
types of FFL motifs act as a band-pass filter, which implies
that they would like to filter out both low-frequency and
high-frequency firings but enhance the efficacy of mid-
frequency firing. As discussed in Refs. [32-34], this is due to
the cooperation of the intrinsic oscillation of the FFL motifs
with the periodic input signal.

Next we examine whether the coherence resonance can be
exhibited in the FFL neuronal network motifs. In order to do
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0.2 0.4 0.6 0.8 1
9

FIG. 6. (Color online) The maximum of SNR as a function of
the coupling strength for both the T1-FFL and T2-FFL motifs.

4600

this, we choose I;=1,=13=0 and examine all possible FFL
types. We employ a coherence factor, the coefficient of varia-
tion, to quantitatively evaluate how the temporal regularity
of a spike train is modulated by noise. The coefficient of
variation is a dimensionless measure defined as

_ \"<Ti> —(T})*
(T

Here (-) denotes the average over time, T=1, I}, and f; is
the time of the kth firing of the neuron. R is related to the
timing precision of the information processing and widely
used in the field of neuroscience. Note that a smaller R cor-
responds to a better spiking regularity.

Now we study the dependence of R on the noise intensity
as well as the coupling strength. The corresponding simula-
tion results are depicted in Figs. 8(a)—-8(h), respectively. As a
reference of comparison, the coherence factor as a function
of the noise intensity for single excitatory and inhibitory
Izhikevich neurons is also plotted in Fig. 8(i). When the cou-
pling strength is small (for instance g=0.1), the CR indeed
occurs in all FFL types at appropriate noise intensities. Un-
der this circumstance, we speculate that the stochastic dy-
namics of the output neuron is mainly determined by its
neuron type as well the noise intensity. As we can see, it is
clear that the FFL motifs with excitatory output neuron can
obtain better spiking regularity than those with inhibitory

)
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FIG. 7. (Color online) The output SNR versus the frequency of the input signal for different noise intensities. Noise intensities (a) D

=0.35, (b) D=1.5, and (c) D=5. g=0.5 in all cases.

output neuron, which are quite similar with the results in Fig.
8(i). As the coupling strength grows, the inputs from other
neurons start to take command of the stochastic dynamics of
the output neuron. If g is increased to a rather large value,

from other neurons cannot be neglected. In this situation, the
coherence factors for each considered FFL type become large
at corresponding noise intensities, showing depressed tempo-
ral coherence. In some worse cases, the CR behaviors even

such as g=0.75, the coupling is so strong that the influences disappear [for example, g=0.75 in Figs. 8(c) and 8(g)]. This
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AN
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1.6
log, (D)

25

T7-FFL

Single neuron

0.9

1.6
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log, (D) 0)
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FIG. 8. (Color online) CR in the FFLs and single Izhikevich neuron model. [(a)-(h)] The coherence factor R versus the noise intensity
for different coupling strengths. (a) T1-FFL, (b) T2-FFL, (c) T3-FFL, (d) T4-FFL, (e) T5-FFL, (f) T6-FFL, (g) T7-FFL, and (h) T8-FFL.
Coupling strengths g=0.1 (circle: “O”), g=0.3 (square: “[1”), g=0.5 (asterisk: “*”), and g=0.75 (triangle-down: “V”). (i) The coherence
factor R versus the noise intensity for single Izhikevich neuron model. Excitatory neuron (diamond: “ <) and inhibitory neuron (star: “x”).
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phenomenon is caused by the following two reasons: (i) due
to strong coupling, a spike from an excitatory neuron makes
the output neuron fire burst, which decreases the average
value and increases the variance of the interspike intervals
(IST). (ii) Inhibitory synaptic connections would in principle
degrade propagation of the excitations through the neuronal
medium. In particular, since the FFLs with neurons (1,2)
=(E,E) are much easier to lead the output neuron fire burst
in strong-coupling regime, the performances of CR in both
the T1-FFL and T3-FFL motifs are much worse than those in
other corresponding types.

IV. CONCLUSION AND DISCUSSION

Network motifs provide us a new way to study complex
networks. Elucidating these network motifs’ dynamics and
functions would shed light on the whole networks’ behav-
iors. The present study examined both the stochastic and
coherence resonance in the FFL neuronal network motifs via
computational modeling. We built the FFL motifs by using
the Izhikevich neuron model and the chemical synapse. De-
pending on whether the neurons in the FFL motifs are exci-
tatory or inhibitory, eight possible structural configurations
of the FFLs have been investigated.

In the study of SR, it was observed that only four FFL
types can obtain high values of SNR at optimal noise inten-
sities and large coupling strengths. In particular, we found
that the T1-FFL is more efficient than the other types of
FFLs in weak-coupling regime. However, by comparing the
SNR at corresponding coupling strength, it was found that
the T2-FFL is more stable and reliable for strong coupling.
On the other hand, when the coupling is weak, the abilities of
weak periodic signal detection of the T1-FFL and T3-FFL

PHYSICAL REVIEW E 79, 051921 (2009)

motifs are more reliable than those of the corresponding
simple drive types. Moreover, under an intermediate noise,
we have shown these types of the FFLs are especially sensi-
tive to input signal with the frequency in the range of about
6-20 Hz. Since the frequency range contains the alpha and
beta rhythms, the results might to a certain degree explain
why these oscillations exist widely in the brain. In the study
of CR, our simulation results demonstrated that CR indeed
occurs in all types of the FFLs in weak-coupling regime.
However, when the coupling strength is strong, the temporal
coherence in all FFL types is seriously deteriorated, which is
due to the bursting firing as well as the effect of inhibitory
synapse. In some worse cases, the CR behaviors even disap-
pear.

Since the FFL motifs exist widely in real neuronal net-
works and the noise is ubiquitous in neural systems, the
noise-induced complex dynamic behaviors of the FFL motifs
presented in this work may have some biological implica-
tions. We suggest physiological experiments to test the re-
sults and anticipate these results might provide some insights
into the neural information transmission mechanism of the
FFL neuronal network motifs. Further works on this topic
include studying other neuronal network motifs, such as the
mixed-feed-forward-feedback loop, as well as considering
the electrical coupling case in suitable motifs.
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