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Dynamical heterogeneities exist ubiquitously in materials near a dynamical arrest transition, such as glass
formation or gelation. Among the readily discernible features of heterogeneous dynamics is a non-Gaussian
exponential component in the distribution of the constituent particle displacements that is not understood at the
single-particle level. We present an experimental study of particle dynamics and self–van Hove functions
Gs�r , t� in a colloid-polymer system approaching gelation. We show experimental evidence, in the special case
of a gelation transition, for exponentially distributed times for anomalously large displacements, and confirm
that an exponential tail in Gs arises from rare events with associated Poisson statistics. We focus on the role of
the anomalous large displacements and analyze their time scales, relating them to other time scales typically
used to describe structural relaxation in gels and glasses: the time to cage breakup and the time for re-
emergence of Fickian behavior at long times. Furthermore, we search for a structural origin of the dynamical
heterogeneity. Various quantities characterizing local structure are examined. We found evidence of a strong
correlation between local structure and local dynamics, in contrast to what has been found in supercooled
liquids.
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In conventional liquids, dynamical relaxation is achieved
through continuous Brownian motion of particles. As the
temperature of a liquid approaches that of the glass transi-
tion, the dynamics slow down by orders of magnitude with
only a moderate decrease of temperature �1,2�. Meanwhile,
an unmistakable phenomenon appears of widely distributed
particle motions, across the constituent particle population
�1� and over time for individual particles �3,4�. The heuristic
picture is that a particle may vibrate in a cage formed by its
neighbors most of the time and suddenly hop. Such spatial
and temporal dynamical heterogeneities in the constituent
particles give rise to non-Fickian behavior in a supercooled
liquid.

Non-Fickian behavior has been measured and described
in a wide variety of systems near a jamming transition, by a
plateau observed in the mean squared displacement, and a
second time scale for recovery of diffusion via the structural
relaxation, considered to be the time for these cages to break
up or the time for the self-intermediate scattering function to
decay to 1 /e of its initial value. Another less-understood
manifestation is a non-Gaussian broad tail in the van Hove
particle displacement distributions, Gs��x ,��, of exponential
character. This broad tail has been reported in a nearly hard-
sphere colloidal system in the supercooled liquid regime �5�,
a granular material on approach to the jamming transition
�6�, biological cells that exhibit soft glassy rheology �7�
where the detailed shape of the tail was not discussed, and in
a polymer gel �8�. One explanation for this in all these sys-
tems is that there is a rare hopping in the dynamics as de-
scribed above at exponentially distributed times. Simulated
supercooled liquid studies have indicated that the entire dis-
tribution needs not be exponential, as the part at short dis-
tances remains Gaussian type �9�; nevertheless for the previ-
ous work on supercooled colloidal liquids the entire
distribution was assigned to a stretched exponential �5�. The

possibility of crossover of the exponential component into a
bimodal Gaussian behavior at very long times has been sug-
gested �9,10� and has been observed by us in an attractive
colloidal system �11�, appearing as a narrow Gaussian at
short distances and a clear separate broad Gaussian compo-
nent at large distances.

Recently, a compelling model has been shown able to
reproduce the broad tail in Gs��x ,�� for a wide range of
systems close to the glass or jamming transition �12�, includ-
ing for our attractive colloidal system at intermediate times
�13�. In this model, each particle samples between one nar-
row and one broad Gaussian distribution of possible step
sizes, corresponding to vibrational motion and to “hops,”
respectively. Two different sampling rates of hops are con-
sidered, with the rate for the first hop smaller than that for
subsequent hops, and both sampling rates are assumed to be
exponentially distributed. However, the hop definition in this
model has considerable shortcomings. It samples all length
scales from a Gaussian distribution in which most of the
statistical weight is carried by small steps. Even if a particle
hops, it is very likely that the particle still moves with a
small step. This inevitably weakens the role played by large
hops in a crossover from exponential behavior to Gaussian
that is suggested in simulation �9�. Despite the ubiquitous
appearance of, and intense interest in, this exponential tail
both experimentally and theoretically, surprisingly there has
been no prior experimental work at the level of individual
particle dynamics investigating the microscopic origin of the
tail or its crossover to a Gaussian distribution at long time.

Aside from the non-Gaussian behavior of the self–van
Hove correlation function �12�, there are other anomalous
behaviors arising from dynamical heterogeneity. For ex-
ample, nonexponential decay of the density-density correla-
tion function �1� and decoupling of diffusion from the struc-
tural relaxation �14� are commonly observed in systems
approaching the dynamical arrest transition. Therefore, un-
derstanding dynamical heterogeneity is fundamentally im-
portant for understanding slow glassy dynamics.*kilfoil@physics.mcgill.ca
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Intuitively, one would expect a correlation between the
system dynamics and structure. However, no dramatic
change is found in the static structure as measured by the
radial distribution function on approach to the glass transi-
tion, in contrast to the dramatic change in dynamics. The
focus of the search for a structural origin for the dynamics
has shifted to examining the relationship between subtle
changes in the local structure and the local dynamics. This
tantalizing idea has attracted the attention of both theorists
and experimentalists.

Investigation of the correlation between local dynamics
and local structure can be achieved easily in computer simu-
lations, which store positions of each particle as a function of
time. In a simulation of binary Lennard-Jones system close
to the glass transition, indications were found that a particle’s
dynamics are correlated with its local potential, as mobile
particles were found to sit in a shallower potential well even
though the difference in potential is small �3�. Only a mild
correlation between the local volume and local dynamics
was observed in simulations of a glass-forming polymer melt
�15,16�. Simulations on a supercooled liquid using an “iso-
configurational ensemble” �17�, which isolates the dynamical
effect on the dynamical heterogeneity, show a strong corre-
lation between the average local potential and “dynamical
propensity,” the average squared displacements, at some
typical time over many independent runs starting from the
same equilibrium configuration �18�. This demonstrates that
a particle’s mobility is highly correlated with its initial envi-
ronment, given that initially each particle has the same mo-
bility statistically. In �19�, the authors disagree with this in-
terpretation and claim that dynamical heterogeneity is due to
a dynamical effect rather than originating from structure.
These authors randomly assign a velocity to particles with
known dynamical propensities and investigate the relation
between particle dynamics �squared displacements during a
typical time scale� and dynamical propensity. Only a weak
correlation between them is found. In contrast, recent mo-
lecular dynamics �MD� simulations of aluminum in the glass
state clearly identified a strong relation between a particle’s
local density and its mobility �20�: statistically, those par-
ticles with a lower local density are more mobile as evi-
denced by their larger mean-squared displacements. The
local-density distribution of the most mobile particles is also
well separated from that of the most immobile ones and its
peak position is lower.

Experimentally, it is a difficult task to probe the local
structure and dynamics for atomic systems due to the limita-
tions on length and time scales. In colloidal systems, confo-
cal microscopy makes such an investigation possible in three
dimensions �3D�. Using such real-space imaging, cage rear-
rangements near the glass transition in a soft repulsive col-
loidal system were determined more likely to occur in a less
dense region �21�. However, in the same system as well as
another that is more hard-sphere-like, the relationship be-
tween microstructure and microdynamics was probed �16�
with little success. Only mild correlation was observed be-
tween them. Both of these experimental studies suffered
from poor resolution in 3D. It remains controversial whether
dynamics have a structural basis in glass-forming liquids.

Recent molecular-dynamics simulations of an attractive
colloidal system near a gel transition identify two popula-
tions of particles with distinct mobilities: the “slow” particles
form a rigid network of particles with the “fast” particles on
the surface of the network where they tend to replace one
another �22,23�. Despite the recent effort in understanding
gels and glasses under the same glass paradigm �24,25�,
there have been very few experimental measurements of the
dynamical heterogeneity in colloidal gels �11,13,26,27�. A
recent confocal microscopy study of a polymer-induced
depletion colloidal gel provides direct evidence of a link be-
tween local structure measured using a novel topological
method and dynamical arrest �28�. Despite the insights
gained into the nature of the gel transition via the focus on
local structure, this work also suffers from poor 3D coordi-
nate resolution and coordinate tracking errors that confound
accurate measurements of the individual particle dynamics
�28�.

In this paper, we observe directly the intermittent hopping
events at the level of individual particle dynamics. We do
this in a colloidal model system using high-resolution par-
ticle dynamics data extracted by confocal fluorescence mi-
croscopy at controlled time intervals. Long times are ac-
cessed in the experiments during the approach to colloidal
gelation using specialized tracking techniques to resolve the
dynamics of all of the particles in the face of heterogeneous
dynamics �29�. We define the hopping steps that give rise to
the broad exponentially decaying component of the self–van
Hove function in our system over a broad range of colloid
volume fractions and time scales. We associate this hopping
with cage breakup and the re-emergence of Fickian behavior
at long times. Moreover, we investigate the relation between
individual particle mobility and local environment to search
for the origin of dynamical heterogeneity. The results suggest
that the dynamics in attractive colloidal system have a more
heterogeneous nature and a much stronger correlation with
local structure compared to the dynamics in supercooled liq-
uids.

We use an attraction-driven colloidal system formed at a
low-to-moderate interparticle attraction strength described in
�11�. The colloids are fluorescently labeled polymethyl-
methacrylate �PMMA� spheres of diameter 1.33 �m sitting
in a solvent mixture of decahydronaphthalene �decalin�, tet-
rahydronaphthalene �tetralin�, and cyclohexyl bromide
�CXB� designed to avoid the problem of charging that
plagued previous studies employing decalin and cycloheptyl
bromide �CHB�, and that allows for independent matching of
relative refractive index and buoyancy of the particles. Lin-
ear polystyrene polymer with radius of gyration 92 nm is
added to induce an interparticle attraction of strength
2.86kBT at contact via depletion. The small buoyancy mis-
match ��=0.011 mg /ml allows for a slow quench due to
the increase in the particle volume fraction while the inter-
action strength and steric hindrance govern the microscopic
dynamics. We use confocal microscopy to acquire stacks of
images at 0.2 �m spacing in z at controlled time intervals
ranging from 12 to 1500 s at different � to access short- and
long-time dynamics during the approach to gelation. The im-
aging volume is �22.6�22.6�10� �m3, containing ap-
proximately 2000 particles. We extract all the particle posi-
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tions at a resolution of better than 11 nm in three dimensions,
determined by direct comparison of the performance of all
the localization methods for colloids that achieve subpixel
3D resolution in �29�, and track them over time to investigate
the microscopic dynamics �29,30�. The gelation transition is
at �=0.442 �11�.

The self part of the van Hove correlation function
Gs��r ,�� measures the probability of a particle excursion
during a lag time � �31�. The one-dimensional �1D� form,
Gs��x ,��=1 /N�i=1

N ��x+xi�0�−xi����, is symmetric and
greater sensitivity to the experimental data is obtained by
fitting the data to this form. In the following we present
result solely for x. We have carried out the same analysis for
y and z and the results are similar. This distribution provides
a direct measure of the dynamical behavior of a system. It
takes on a Gaussian shape for Fickian behavior. In our sys-
tem, this distribution has a narrow peak with broad tails and
cannot be described by a single Gaussian. We find that the
broad tail itself is purely exponential over a wide range of �
and � before it crosses over to a Gaussian at very long times,
as shown in Fig. 1. The crossover is identified as the point
when a Gaussian form fits the broad tail better than an ex-
ponential form based on the least squares of these two fits, as
shown in Fig. 2.

In the insets of Fig. 1, we show two examples of the
distribution taking the shape of a bimodal Gaussian at long
time. The crossover to bimodal Gaussian at long times sug-
gests the existence of two populations with distinctly differ-
ent mobilities. In previous work, we used this long-time
crossover to segregate the two populations �11�. We rank-
ordered particles by their average step size in x. The fast
particles were identified by requiring that the width of the
Gs��x ,�� of a subset of the most mobile particles match that
of the broad component of the bimodal Gaussian at long

time. The slow particles were identified from the immobile
end of the ranking, requiring the width of their distribution to
match that of the narrow component. We emphasize that the
definition we use here for fast and slow emerges naturally,
while all other definitions from experimental data used pre-
viously have been arbitrary �3,5,16� and not connected to a
natural separation. Moreover, we have unprecedented reso-
lution in three dimensions, and tracking that demonstrates
that we access large hops that other methods miss �29�. The
emergence of the broad Gaussian is based on a quantitative
objective measure. Although data is necessarily poorer at
longer lag times, because of our superior quality tracking, we
nevertheless can attain nearly two decades in the probability
distribution even at the very long lag times for the broad tail,
where otherwise no, or scant, data would be obtained.

Here, we focus on the exponential tails exhibited at short
and intermediate times in the Gs��x ,��. We use the two
populations identified in the previous work �11� to investi-
gate the origin of these tails. In Fig. 3, we show this corre-
lation function computed from the data for a series of experi-
ments along two paths: constant � and constant �. We plot
Gs��x ,�� for the entire population at �=0.429 over different
lag times in Fig. 3�a�. The prominent feature is a pronounced
tail extending to distances that are much larger than expected
for a Gaussian prediction. The broad tail can be fully de-
scribed by a purely exponentially decaying function.

The distributions at different lag times can be normalized
together by the exponential fit parameters �Fig. 3�c��. In Fig.
3�b�, we show results along constant lag time � for different
volume fractions. The broad tail in Gs��x ,�� becomes nar-
rower due to the slowing down of the dynamics as � is
increased on the approach to the colloidal gel transition,
while the central quasi-Gaussian peak becomes more promi-
nent as a larger proportion of particles becomes sluggish. For
constant � at different �, the broad tails can also be scaled
together, aside from the narrow peak, as shown in Fig. 3�d�.
Both scalings show that the broad tail can be described by
the same purely exponential functional form across a wide
range of � and � for the entire shaded region in Fig. 1. This
observation has motivated a theoretical investigation on the
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FIG. 1. �Color online� Diagram for region of �−� space indi-
cating the crossover from exponential to bimodal Gaussian distri-
butions for the broad tails in the displacement distribution. Blue
�shaded� region indicates the parameter space region over which the
broad tail of Gs��x ,�� decays exponentially. Red �gray� solid line
indicates the emergence of the broad Gaussian distribution for the
broad tails in Gs. Symbols indicate the phase position of our data.
Open symbols: exponential tails; solid symbols: Gaussian tails. In-
set: �a� Gs��x� for �=0.429 at �=41280 s; �b� Gs��x� for �
=0.386 at �=1350 s. Black solid line: bimodal Gaussian fit; green
�light gray� dashed line: single Gaussian fit.
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FIG. 2. �Color online� The least-squares �2 for Gaussian and
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collapse of the exponential tails in dense hard-sphere sys-
tems, where it is predicted that the superposition of exponen-
tial tails holds as the packing volume fraction approaches
that of the glass transition �32�.

To investigate the origin of these tails, we examine the
individual particle dynamics. In Fig. 4, we show some typi-
cal one-dimensional trajectories at different volume fractions
for both fast and slow particles. The slow particles essen-
tially have only small vibrational motion. In contrast, the fast
particles have many more large displacements separated by
small vibrational motions. In Fig. 5, we plot the instanta-
neous one-dimensional displacements derived from the raw
trajectories of Fig. 4. As the volume fraction increases,
longer time is required for particles to undergo approxi-
mately the same number of large displacements.

The evident difference between the mobilities of fast and
slow particles motivates us to examine Gs��x ,�� for the two
populations separately. We show the result for �=0.440 in
the inset of Fig. 6. The contributions to Gs��x ,�� from the
fast and slow particles are overlain on Gs��x ,�� for all the
particles. Clearly, the overwhelming contribution to the
broad tail in the parent distribution is from the fast popula-
tion, with the contribution from the slow particles at least 1
order of magnitude smaller. This observation holds for all
volume fractions and lag times. To gain insight into the ac-

tual displacements giving rise to the exponential tails, we
plot a single distribution for the fast population alone in Fig.
6. It too is comprised of a nearly Gaussian central peak and
a broad exponentially decaying tail, indicating that the fast
population has both harmonic vibrational motion and large
displacements that give rise to the exponential tails in the
parent distribution.

To investigate the temporally heterogeneous dynamics of
single particles, we define an intermittent event—a hop—as
any displacement in the shortest time step �the sampling rate�
with magnitude greater than a threshold xcut. We use xcut
=0.1 �m, a natural choice for several reasons. First, xcut
=0.1 �m is approximately 2Rg /�3, the bonding or localiza-
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tion length one expects theoretically for one dimension in an
attraction-driven colloidal system approaching an arrested
transition �25�. Second, after removal of displacements larger
than xcut=0.1 �m from Gs��x ,�� at the shortest � �for the
case shown in Fig. 6, �=1500 s�, the remaining motion in
the intervening time between hops is a harmonic vibration in
the cage formed by neighboring particles �shown in Fig. 6�.
This also demonstrates that the exponential tails arise from
those large hops. Third, by examining the 1D displacement
trajectories shown in Fig. 5, small vibrational motion is
bounded by this cutoff for slow particles, for which hops are
very rare. Finally, the characteristic hopping time extracted
below for the slow particles is close to the ts

� we measured
later for that population—the time scale when the non-
Gaussian parameter shows a peak. The time scale ts

� is at the
end of the plateau in mean squared displacement and it is
often interpreted as the time for cage breakup for repulsive
glasses �5,33� or, for an attraction-driven glass, the bond
breakage time. This is internally consistent with our heuristic
picture for the definition of a hop.

To gain insight into the temporal heterogeneity, we mea-
sure the time between successive hops, illustrated for a typi-
cal trajectory in Fig. 7�a�, and compute from the particle
trajectories the probability distributions of the hop time
scales for the fast and slow populations separately. The dis-
tribution is exponential, for both populations, for each �. We
show in Figs. 7�b� and 7�c� only the results at �=0.386 for
fast and slow populations separately. Interestingly, such an
exponential distribution of hop time scales is assumed in a
continuous time random-walk �CTRW� model used to pre-
dict the exponential tail in Gs��x ,�� �12,13� and is in agree-
ment with a prediction given by a nonlinear Langevin theory
for activated dynamics �32�. To test whether there are varia-
tions in the dynamics during the course of the experiment,
we have split our time series experimental data in half and
measured both Gs��x ,�� and the distribution of the hopping
times for each half. We find no difference in both quantities

between the first half, the second half, and the entire trajec-
tory.

To examine the behavior of time scales as the system
approaches the gel transition, where the dynamics become
increasingly sluggish, we plot the characteristic hopping
times for the segregated fast and slow populations against �
in Fig. 8. The characteristic hopping times all increase expo-
nentially with �. We find for other cutoff choices of xcut
=0.2, 0.15, 0.12, and 0.075 �m that the hopping time scales
all show similar � dependence, with the actual frequency of
hops decreasing with increasing xcut and the time scale be-
coming inaccessible for the slow particles.

To interpret these times in the context of the time scale for
structural relaxation, in Fig. 8 we also plot for the slow par-
ticles ��, the time at which the dynamics are most non-
Gaussian and recovery of Fickian motion begins. We find
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that �� is very close to the characteristic time, �0, of this slow
population. This seems to endow �� with the physical mean-
ing of the time scale for “cage” breakup to occur, where the
cage here is the collective potential well of the nearest-
neighbor particles.

In order to understand the relation between these times
and the evolution of Gs��x ,��, we also plot in Fig. 8 the time
scale for the emergence of the bimodal Gaussian distribution
at very long times. It is longer than all the other times and
also scales exponentially with �, suggesting that the cross-
over time is a multiple of any of the hopping times. Since the
fast particles dominate the exponential tail, we count the
number of hops the fast particles undergo on average during
this long time scale. These counts are plotted in the inset of
Fig. 8. On average, the same number of anomalously large
displacements are required, �11, across all volume fractions.
This suggests that the crossover to bimodal Gaussian in
Gs��x ,�� in this system is as implied by the central limit
theorem of probability theory. At short time those particles
that are likely to hop have undergone only a few of these rare
events, thus the hops obey Poisson statistics and the distri-
bution is exponential. By contrast, at longer time those par-
ticles sample more large hops and the broad distribution be-
comes a Gaussian.

Since the broad tails in Gs��x ,�� are always ascribed to
anomalously large displacements in other systems close to
glass or jamming transitions as well, it would be very inter-
esting to apply the same analysis on particle trajectories or
the statistics of displacements to those systems. However,
different behaviors may be expected. The crossover to bimo-
dal Gaussian behavior may be unique to systems with attrac-
tive interactions because the two populations apparently re-
main largely separated throughout the very long
experimental time window accessed here: the same set of
data for the fast population reproduces the broad tails during
the entire experimental time. Recently, a close interaction
between experiments and simulations shows that gelation is
a dynamically arrested state triggered by the equilibrium
liquid-gas phase separation �34�, which might be the reason
for the emergence of the broad Gaussian distribution. Other
systems with noninteracting particles, such as supercooled
hard spheres and jammed granular systems, may never cross
over to two Gaussian distributions on the time scale of the
experiment, even over the very long time scales accessed
here, because there will be exchange of particles as the dy-
namical heterogeneities visit all regions in space. There, the
exponential tails would eventually disappear, but only when
all the particles have undergone enough large displacements
to cross over to Gaussian distribution. The Gs would there-
fore cross over to a Gaussian only upon recovery of Fickian
behavior for the entire population �32�. There is also evi-
dence for the difference between colloidal systems with at-
tractions and other systems upon approach to the arrested
transition when applying the CTRW model to our attraction-
driven colloidal data �13�. The hop length scale and the vi-
brational length scale extracted from the model fit are much
more separated, present at a ratio of �4.7 at the highest
volume fraction compared to �2 in other noninteracting or
Lennard-Jones systems �12�. This at least reflects that the
dynamics exhibit greater heterogeneity in our system. Nev-

ertheless, emergence of a bimodal Gaussian distribution has
been observed in simulations of supercooled liquids using
Lennard-Jones potential �9�. Whether a bimodal Gaussian
will emerge in these other systems awaits experimental
study.

In Fig. 9, we show the ensemble-averaged mean-squared
displacements �MSD� for the fast and slow populations sepa-
rately. The dynamics become more sluggish as the volume
fraction is increased for both the fast and slow populations.
Qualitatively, close to the gel transition, the dynamics of
slow particles become more subdiffusive and the plateau in
MSD gets more prominent, a hallmark of approach to the
glass or jamming transition. In contrast, the fast population
shows nearly diffusive or merely subdiffusive behavior for
all volume fractions. Quantitatively, we observe that the dy-
namics of the fast particles are approximately 1 order of
magnitude faster than the dynamics of the slow particles at
the corresponding volume fraction, as shown in Fig. 9.

To quantify the degree of deviation of the dynamical be-
havior of the slow particles from Fickian diffusion, we mea-
sure the classical non-Gaussian parameter �NGP�, �2���
= 	�x4���
 / �3	�x2���
2�−1 �35�. In a supercooled liquid,
�2��� is zero at short time simply because the velocity dis-
tribution is a Maxwell distribution before any collisions oc-
cur. At intermediate times, a particle’s motion is hindered by
its neighbors. Some particles can escape from the cages
formed by their neighbors and may undergo one or more
large jumps. This will give rise to a broad distribution of
mobility �dynamical heterogeneity�, causing the system’s be-
havior deviate from Fickian and become non-Gaussian. At
long time, after many collisions, the motion of a single par-
ticle is that of a random walk and its behavior becomes Fick-
ian once again �36�. We observe in our system that the be-
havior of slow particles is close to Gaussian behavior at short
and long times and at intermediate time, a peak in NGP
emerges. The results are shown in Fig. 10. The peak posi-
tions of NGPs, indicated by �s

�, extend to longer time scale
and the peak height becomes higher �except that for the high-
est volume fraction, which may already be across the gel
transition� as the system becomes more crowded. The ex-

FIG. 9. �Color online� Mean-squared displacements for fast �left
panel� and slow �right panel� populations segregated for volume
fraction of 0.370 �red �leftmost� circles�, 0.386 �green �light gray�
circles�, 0.403 �blue �dark gray� circles�, 0.416 �magenta �medium
gray� circles�, 0.427 �black circles�, 0.429 �red �medium gray�
squares�, 0.439 �green �light gray� squares�, and 0.440 �blue �dark
gray� squares�. Red �gray� solid lines delineate slope of 1, corre-
sponding to purely diffusive behavior. The time scale of the peak in
the non-Gaussian parameter has been marked by vertical lines for
the slow population �right panel�.
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tracted �s
� is indicated by the vertical lines in the MSD of

slow population, plotted for each volume fraction Fig. 9. For
the volume fraction at which a plateau is observed in the
MSD, �s

� is at the end of the plateau. This glasslike behavior
of slow particles is reminiscent of the behavior observed by
Manley et al. �37�, who demonstrated that in colloidal gel,
crowding in the colloid-rich region causes the dynamical ar-
rest, much like in noninteracting hard spheres in the range of
volume fractions 0.58
�
0.64, the so-called hard-sphere
glass regime. The plateau provides a localization length
which reflects the cage size in repulsive glasses �33� and the
“bond” length in attraction-driven glasses �38�. Usually, the
localization length due to caging is considered to be roughly
10% of the particle diameter—the Lindemann criterion �25�.
For our system, we expect the plateau height due to caging to
occur at �0.04a2, while that due to bonding we expect to
manifest at �0.08a2 �25�, where a is the colloidal particle
radius. The plateau we observe is at �0.07a2, sitting between
the two theoretical values due to caging and bonding. Al-
though the height of the plateau is much closer to the value
predicted due to bonding, the mechanism for localization is
still not completely unambiguous. The dynamical arrest
could be caused by the caging effect or bonding, or possibly
an interplay of both mechanisms, and merits further investi-
gation using shorter range of attraction via confocal fluores-
cence microscopy.

To explain the drastically different dynamics we observe
between the fast and slow populations, we make contact be-
tween a particle’s mobility and its local environment. Intu-
itively, a particle’s motion should be influenced by its local
environment. Therefore, we expect a correlation between lo-
cal dynamics and local structure. One of the simplest quan-
tities to measure is the number of nearest neighbors, which
we define as those particles located within the range of the
potential for a given particle, since the resolution in the par-
ticle location in 3D is in our case 11 nm, less than the range
of the depletion attraction we use. We calculate the number
of nearest neighbors for fast and slow particles separately,
averaged over the entire experimental time window. The re-
sults are presented in Fig. 11. We observe that on average,
the slow particles have approximately one more nearest
neighbor compared to the fast particles.

We gain further insight into the particles’ local environ-

ments by calculating the local volume fraction �loc for each
particle. We define �loc as the ratio of the volume of a par-
ticle to the volume of its Voronoi cell, the smallest polyhe-
dron enclosing the particle whose faces are the planes that
bisect imaginary center-to-center lines connecting a particle
with each of its neighbors �39�. We perform Voronoi tessel-
lation for all of the individual particles that are at least
1.8 �m away from the edge of the imaging volume, to avoid
any edge effect, and verify this by examining the distribution
of Voronoi volumes for all the particles at a given �. The
distribution shows no discernible changes as the distance
from the edge is made larger than 1.8 �m. To avoid random
time-dependent fluctuations of �loc, we use the average �loc
over all time steps. Results for the distribution of �loc for fast
and slow populations at different overall volume fractions
are presented in Fig. 12. The peak position of the fitted dis-
tribution for the fast population is well separated from the
peak of the distribution for the slow population, for experi-
ments performed at all different global volume fractions, and
is always lower. The results for the peak positions extracted
from the �loc distributions are plotted for each � in the inset
of Fig. 12�c�, which demonstrates that the slow particles
have on average a higher �loc compared to the fast particles.
Both the local-density analysis and the nearest-neighbor
analysis therefore indicate a much stronger correlation be-
tween the microscopic dynamics and local environment than
previously observed in nearly hard-sphere systems close to
the glass transition �16�. Moreover, we observe that the local
packing density increases for both fast and slow particles as
the bulk volume fraction is increased. This strong correlation
between local dynamics and local structure is in contrast to
what was observed in dense colloidal systems without added
attraction �16�. There might be fundamental a difference for
this behavior between the attraction-driven and hard-sphere
systems. However, it might also be caused by the signifi-
cantly higher error in identifying particle positions, as well
as what we believe, based on a direct test of tracking in the
face of heterogeneous dynamics �29�, to be the existence of a
rather severe problem of missing tracks for the most mobile
particles in particle tracking in the hard-sphere studies of
�16�. Our methods in �29� demonstrate that much of the pre-
vious works in the field, based on less accurate ways of
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FIG. 10. �Color online� Non-Gaussian parameter �2��� com-
puted of the slow population at volume fractions indicated by sym-
bols as in Fig. 9. The time scale of the peak in the non-Gaussian
parameter, marked by the vertical lines, is extracted.
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FIG. 11. �Color online� Average number of nearest neighbors for
fast and slow particles separately. Blue �dark gray� symbols repre-
sent slow particles and green �light gray� symbols represent fast
particles.
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determining particle dynamics, should be re-evaluated in
light of the fact that physical phenomena identified may in
fact simply reflect particle tracking artifacts.

We investigate dynamical heterogeneities at the typical
time scale of �s

� using two different definitions for a particle’s
mobility: one is the end-to-end distance of the particle’s tra-
jectory over the time scale �s

� �21�, illustrated in Fig. 13�a�,
and the other is defined as the particle’s maximum displace-
ment during the trajectory from its initial position at t=0 �3�,
illustrated in Fig. 13�b�. We associate a color scheme to par-
ticle mobilities, as indicated by the scale in Fig. 13�e�. We
then construct spatial maps of dynamical heterogeneity for
each definition. The results for the two definitions for �
=0.429 are shown in Figs. 13�c� and 13�d�, respectively.
Each snapshot is constructed based on 3D real-space data
obtained by confocal microscopy. Unit vector arrows are
placed on the most mobile particles to indicate the direction
of motion. The length of the vector indicates out-of-plane or
in-plane motion: the longer the vector, the greater the com-
ponent of motion in plane. The heterogeneities revealed by
the two definitions are quite similar. We find that the mobil-
ity, rather than being scattered randomly, tends to “nucleate.”
Closer to the gel transition, more and more particles become
slow and the clusters of mobile particles shrink. Mobility is
confined to increasingly localized regions, in reverse to the
picture of melting, where the Lindemann criterion is ex-
ceeded in melting pockets. Although we observe some de-
gree of correlated motion �over length scale on the order of

several particle diameters�, we do not see the evident string-
like motion that has been observed in supercooled liquids
�3,33�. This may be due to the existence of large open space
in the dense gels that does not have a counterpart in the
hard-sphere glass that might interrupt the correlated motion.

We have investigated dynamical heterogeneities in an at-
tractive colloidal system on approach to the gel transition.
We have reported that purely exponentially distributed broad
tails exist in the self–van Hove distribution over a broad
range of times and � close to the colloidal gel transition. We
show that the tails are mainly due to rare and intermittent
hopping events in the particle trajectories of the most mobile
particles at exponentially distributed time intervals. The slow
particles show dynamical behavior reminiscent of glasses ob-
tained by the volume fraction route, lending support to the
idea that colloidal gels and glasses can be considered under
the same conceptual framework. There are nevertheless im-
portant differences observed: separable fast and slow compo-
nents are not observed in hard-sphere glasses, most likely
because the mobile regions in gels tend to nucleate around
the voids that are a unique part of their structure. This is
supported by the fact that we observe a much stronger cor-
relation between microscopic structure and microscopic dy-
namics, examined at the level of single particles, than what
has been observed in supercooled liquids of nearly hard
spheres. Overall, slow particles have more neighbors than
fast particles, consistent with our other observations that
slow particles have a higher local volume fraction. Such in-
formation has never been revealed before and provides fun-
damental insight into the structural relaxation mechanisms in
attraction-driven colloidal systems.
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tion �CFI� and the Natural Sciences and Engineering Re-
search Council of Canada �NSERC�.

0

0.05

0.10

0.15

0.20

0.25

0

0.05

0.10

0.15

0.20

P
(φ

lo
c)

0.2 0.3 0.4 0.5 0.6 0.7
0

0.05

0.10

0.15

0.20

φ
loc

0.34 0.40 0.46
0.34

0.40

0.46

φ

φ
loc
peak

(a)

(b)

(c)

FIG. 12. �Color online� The probability distribution of averaged
�loc over the entire experimental time for fast and slow particles
separately for volume fractions �a� �=0.370, �b� �=0.403, and �c�
�=0.440. Yellow �filled� histogram represents the fast population;
green �unfilled� histogram represents the slow population. Solid
lines are Gaussian distribution fits to each distribution. Inset of �c�:
the peak position of the Gaussian distribution fit as a function of �.
Yellow �lower� circles: fast population; green �upper� circles: slow
population. Red �lower� solid line indicates the linear fit to the data
for the fast particles and blue �upper� solid line represents the fit for
slow particles. Dashed line indicates �, the bulk volume fraction.

0.5 0.4 0.3 0.25 0.2 0.15 0.1 0.07 0.04 (µm)∆r

∆r

r(0)

∆r

r(0)

r(t*
s
)

r(t*
s
)

(a)

(b)

(c) (d)

(e)

FIG. 13. �Color online� Comparison of dynamical heterogeneity
for two different definitions of mobility. The mobility is ranked
based on �a� the end-to-end distance traveled in ts

� and �b� the maxi-
mum displacement from r�t=0� over the interval ts

�. Snapshots of
dynamical heterogeneity based on the definitions in �a� and �b� are
shown in �c� and �d�, respectively, for �=0.429. Unit length arrows
are placed on those particles having displacements larger than
0.35 �m as two-dimensional �2D� projections of the unit vectors
onto the x-y plane. �e� Mobility color map scale used for �c� and �d�.
The field of view for �c� and �d� is �22.6�22.6�5� �m3.
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