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Experimental measurements of the center of the Hg Stark profile on three different installations have been
done to study its asymmetry in wide ranges of electron density, temperature, and plasma conditions. Theoret-
ical calculations for the analysis of experimental results have been performed using the standard theory and
computer simulations and included separately quadrupolar and quadratic Stark effects. Earlier experimental
results and theoretical calculations of other authors have been reviewed as well. The experimental results are
well reproduced by the calculations at high and moderate densities.
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I. INTRODUCTION

Stark-broadened hydrogen lines are a powerful tool in
plasma diagnostics (see, for example, Chap. 10 in [1] and
references therein). In many cases, electron density is deter-
mined with sufficient accuracy from the full width at half-
maximum (FWHM) of a measured line. In particular, the Hg
line is one of the most deployed lines, and its use has become
a standard technique in plasma spectroscopy. This is mainly
due to the fact that it is a well isolated line at low and mod-
erate electron densities with a FWHM that is strongly depen-
dant on the electron density and at the same time practically
insensitive to changes in plasma electron temperature. Fur-
thermore, the quantity and quality of the available experi-
mental data on this spectral line provide an excellent test
case for theoretical models and computational methods
[2-10].

No theoretical model can advance if it does not give good
results for the Hy line. This happened, for example, when the
experiments clearly proved the dependence of the Hg dip on
the emitter-perturber reduced mass [4,6,11-13], which at the
time gave rise to calculations of line profiles incorporating
ion dynamics [14-19]. However, persistent discrepancies be-
tween experimental measurements and theoretical calcula-
tions have been a hallmark of dense low-temperature plas-
mas since the very first experimental observations of this
line. The experimental profiles showed an asymmetry while
some of the most commonly used theoretical models, due to
the employed approximations, gave unshifted symmetrical
profiles [20-22]. The causes of the Hg line shift and asym-
metry, though analyzed many times both theoretically
[23-33] and experimentally [9-11,13,34—44], are not clearly
quantified.

To our knowledge, the first attempt to explain the Hp line
asymmetry relied on the quadratic Stark effect (QSE) in the
static ion microfield [45] (for review, see [30,46] and refer-
ences therein). Later on, the ion-atom quadrupole interaction
(QI) [23] was identified and analyzed as the source of asym-
metry. The ever increasing experimental accuracy revealed
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difficulties in the attempts to explain the observed Hg Stark
profile asymmetry using only the notion of ion-atom quadru-
pole interaction [33] with partial account of the static qua-
dratic Stark effect [31,47-49]. More recently, the sources of
line asymmetry were analyzed in terms of plasma coupling
and microfield dynamical effects as well (see, for example,
[29,30,50-52]). The comparison of the values of several Hg
asymmetry characteristics, obtained with recent theoretical
developments and with respect to changes of the reference
point in the wavelength scale, have revealed noticeable re-
maining discrepancies between experiment and calculations
[33,44].

The existing discrepancies hindered the use of this line as
a diagnostic tool for high-density plasma conditions. Indeed,
it is much more reliable to obtain the plasma electron density
by fitting the full theoretical and experimental profiles [1]
instead of only using the line FWHM. However, discrepan-
cies between theory and experiment due to the line asymme-
try and shift, as well as microfield dynamics and related ki-
netic effects, tampered the theory-experiment fitting and, in
many cases, forced one to do it without considering the cen-
tral part of the profile when doing the necessary comparisons
[53].

Thus the idea of this work is to undertake joint experi-
mental and theoretical benchmark studies of the central part
of Hpg to study the sources of asymmetry of the Stark pro-
files, which would improve the possibilities of plasma diag-
nostics. The fundamental problem studied here is the influ-
ence of ion and electron joint dynamics on Stark profiles
asymmetry.

We report on experimental measurements conducted in
three different settings in order to obtain data in a wide range
of electron densities and temperatures. The measured experi-
mental results are compared with existing experimental data
[9,12,13,36,38,40-42], and interpreted in light of earlier and
recent theoretical calculations [23,25,30,33,50,51,54-56].
We analyze and discuss different causes of line asymmetry,
such as quadrupole effects, quenching collisions, elastic col-
lisions, etc.
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According with the fundamental aim of the present work,
two different but complementary to each other theoretical
approaches have been implemented in this study.

First, we use analytical results derived in the framework
of the standard theory (ST), which consistently account for
the electronic collision shifts, the quadrupole interaction, and
the quadratic Stark effect in the static ion microfield. The
main benefit of this approach is a straightforward and sys-
tematic inclusion of various effects, which in turn enables us
to quantify their importance in overall asymmetry of the Hg
Stark profiles. The results of two sets of ST calculations are
presented with and without use of the perturbation expansion
in the contour over quadrupole interaction.

Secondly, settings of computer simulations are presented
that consider jointly the ionic and electronic broadenings on
the same footing, so that ion and electron dynamics effects
are naturally included. Furthermore, the account of transi-
tions between states with different principal quantum num-
bers permits us to consider the quadratic Stark effect. In this
dynamic approach, the quadrupolar effects have not been
taken into account. Both theoretical calculations presented in
this work contain the trivial asymmetry contribution due to
conversion from the frequency scale to the wavelength scale.

This work is another step toward understanding and accu-
rately reproducing the line asymmetries due to the joint
analysis based on extended experimental results for a much
wider range of plasma parameters and on recent progress in
analytical theory and computer simulations.

II. EXPERIMENT

A. Experimental setup

We continue with the description of three different experi-
mental setups used in this work. In the first setup, the plasma
source was an electromagnetically driven T-tube, where one
segment was the 27-mm-diam tube supplied with a reflector.
The T-tube was energized using a 4 uF capacitor bank
charged up to 20 kV. The filling gas was hydrogen at a pres-
sure of 300 Pa. Spectroscopic observations of plasma were
made by a 1-m monochromator. The observation point was
fixed at 4 mm in front of the reflector. Photomultiplier sig-
nals were recorded by an oscilloscope. Hg profiles were
scanned at close intervals over the spectral range of =30 nm
from the line center using a shot-to-shot technique with suc-
cessive discharges. The details on this experiment are given
in Ref. [44].

For the second experiment, the plasma source was a
pulsed arc, where the discharge was produced by a capacitor
bank of 20 uF, charged up to 9 kV. The discharge pyrex
lamp, 15 cm long and 3 cm in diameter, was filled with pure
hydrogen at a pressure of 600 Pa. The details of this experi-
ment can be found in Ref. [35].

In the third setup, the plasma source was a wall-stabilized
electric arc operating in argon at atmospheric pressure.
About 2% of hydrogen was added in the central part of the
arc. The current of 30 A was delivered to the arc by a
current-stabilized power supply. The details on this experi-
mental setup are presented in Refs. [57,58].
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B. Plasma diagnostics

The electron densities measured in T-tube plasma, ranging
from 9.6 X 1022 to 8.9 X 1022 m™3, were inferred from the
Stark widths of the Hp line profiles. The estimated uncertain-
ties of the electron densities do not exceed £9%. The elec-
tron temperatures, ranging from 17 000 to 45 000 K, were
determined from line-to-line continuum ratios for the Hy line
[59]. The uncertainties for electron temperature measure-
ments are between 8% and *15% from the lower to the
higher values.

The electron densities measured in pulsed arc plasma,
ranging from 1.5X 10* to 7.0 X 10?> m~3, were also deter-
mined from the Stark widths of the Hg line profiles, with an
estimated uncertainty of =7%. A temperature of roughly
10 000 K was determined from the plasma equilibrium rela-
tions imposing the local thermodynamic equilibrium and as-
suming that the precise knowledge of the temperature was
not essential for this study.

The electron densities measured in wall-stabilized arc
plasma, ranging from 1.6X 10?? to 3.6 X 10*> m~3, were de-
termined from the measured Stark widths of the H,B lines,
while electron temperatures, ranging between 10000 and
11 000 K, were determined from the Saha-Eggert equation
[60].

In most cases, independent plasma diagnostics is required
to obtain plasma parameters. However, in the bulk of the
measurements reported here, the plasma was formed in pure
hydrogen. So there were no other well-studied Stark-
broadened lines apart from the Hg that could be used for
diagnostic purposes. Besides, in the present experimental
setup the interferometric methods were not precise enough
because of the very short optical path of a laser beam in
plasma (about 27 mm).

Thus the same experimental H profiles had to be used for
diagnostics and for comparison with the theoretical predic-
tions.

C. Hy profile recording and data processing

In general, the intensity measurements of radiation from
pulsed sources, such as electromagnetic shock T-tubes or
pulsed arcs, give scattered experimental data due to very
short observation times and, to a certain degree, due to
plasma irreproducibility. This makes a detailed analysis of
the Hy line profile rather difficult, especially the part of the
profile maxima. The influence of the scattered data was mini-
mized by averaging each point of the recorded profile from
six measurements. At the same time, we devoted great care
to preserving all discharge parameters and to monitoring os-
cilloscope signals for nonstatistical deviations with each
shot. The oscilloscope signals, shown in Fig. 1, illustrate the
temporal evolution of observed spectral intensity and con-
firm the discharge reproducibility. In the same figure, upper
and lower traces correspond to three oscilloscope recordings
at sensitivities of 0.5 and 0.1 V/cm, respectively.

The signal intensities were normalized preliminarily to
the spectral sensitivity of the optical system as experimental
profiles of the Hg line were rather broad—several tens of
nanometers. Further separation of the Hy profiles from the
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FIG. 1. Relative intensity signals vs the discharge duration time
(0.5 ms/cm, x axis) sampled at oscilloscope sensitivities of (a)
0.5 V/cm and (b) 0.1 V/cm (y axis).

contributions of the surrounding H, and H, lines was carried
out with the help of Griem’s theoretical profiles for these
lines [21]. The influence of the H, line was practically neg-
ligible, while the influence of the H,, line was negligible only
in the central part of the Hg profile, but substantial in its blue
wing. For example, for the electron densities of (2-7)
X 10% m=3, the H, line contribution at detuning from the H
line center of about two FWHM ranges from 20% to 57%,
respectively, while the corresponding contributions at the Hg
line center were only 0.3% and 2%. In this analysis, we used
plasma temperatures between 19 400 and 34 000 K, respec-
tively, and we also assumed the existence of thermal equilib-
rium throughout the calculation of the line intensities.

In order to check for nonuniformity and stability, the
plasma was monitored by the means of frame and streak
photography. As can be judged by the photos in Fig. 2, the
plasma image is uniform and does not exhibit any instability
pattern due to turbulence.

Before extracting the blue, I, and red, Iz, peak intensi-
ties, we determine and subtract the continuum level using the
asymptotic formula I=f(AN)~>? [59], which describes the
behavior of the spectral intensity in the line wings. The de-
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FIG. 2. Frame (a) and streak (b) photography of T-tube
discharge.
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FIG. 3. Hg line profile examples. (a) Pulsed arc experiment, (b)
T-tube experiment.

tails about the data processing can be found in [44], where
possibilities of self-absorption were also discussed.

In the second experiment, the spectra were recorded using
a spectrometer equipped with an optical multichannel ana-
lyzer detector. Each profile was generated from the statisti-
cally averaged data of ten discharges. In this experiment,
plasma reproducibility was checked comparing all the inde-
pendently measured discharges for the same conditions and
discarding those being obviously wrong due to wrong work-
ing of the electric discharge system. Then the final averaged
profiles became quite smooth. The self-absorption was mea-
sured with the help of a mirror and a lens, imaging the center
of the discharge lamp on itself, and was found to be negli-
gible. More details about data processing can be found in
Ref. [35].

The third experimental setup used a continuous plasma
source, where the spectral line shapes were registered by a
strip chart recorder. The self-absorption was checked using a
spherical mirror placed behind the arc, and as in two previ-
ous setups, was found to be negligible. Two typical examples
of experimentally recorded Hg line profiles are presented in
Fig. 3, which may also serve as an illustration of the experi-
mental noise level found in their central parts.

D. Local characteristics of Stark profiles

In this paper, we focus on the central part of the Hg line
profiles in order to study its asymmetry. To quantify it, sev-
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FIG. 4. Illustration of measured Hp profile parameters.

eral conventional and spectrally local characteristics of Stark
profiles are used. We note that the central part of this line is
easily measured, so that a good quantification of its asymme-
try could be used as a reliable plasma diagnostics parameter.
The general aim here is to compare the variety of experimen-
tally inferred characteristics of Stark profiles against their
calculated counterparts and further classify their dependence
on plasma parameters.

The first conventional spectrally local parameter we have
considered is the relative difference between the maxima of
the blue and red peaks,

or="2"1 (1)
Ip
This parameter evidently describes one of the widely known
asymmetry features of the Hg Stark profile, which initially
inspired the interest in this phenomenon.
The second spectrally local parameter is the depth of the
relative dip,

D1= ]ma;_lmin. (2)

max
In addition, the peaks separation

A)\ps=)\R_)\B’ (3)
and its ratio to the FWHM,

= @

are analyzed as well. The latter two parameters are primarily
determined by the microfield distribution, and have received
little attention by the scientific community as only small de-
viations are expected between the predictions of different
theoretical calculations. The definitions of measured spec-
trally local Stark profile parameters are shown in Fig. 4.

III. STANDARD CALCULATIONS

This section is devoted to a brief description of the stan-
dard theory (ST) approach that was used for the comparison
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with the present experiments based on a series of papers
[25,30,33,44,61].

A. Asymmetry description within ST assumptions

The ST approach considered here consists of two meth-
ods. These methods allow us to classify and consider sepa-
rately the causes of asymmetry, as shown in [62]. The first
ST method is based on the perturbation expansion in the line
contour over the quadrupole interaction and takes into ac-
count the quadratic Stark effect [61]. It was applied earlier
for the treatment of experimental data in Refs. [33,44].
Hereon, these newly generated theoretical results for the con-
ditions of the present experiments will be denoted as
“PQST” [61].

The main advantage of the second ST method is avoiding
the use of perturbation theory over quadrupole interaction in
the contour of spectral lines, under the simultaneous account
of the quadratic Stark effect (QSE) in the ion microfield. This
is achieved by using the Hamiltonian averaged over mi-
crofield nonuniformity tensor components, as first proposed
in [47]. In this nonperturbative ST method (NPQST) [54,62],
the following sources of asymmetry are accounted for: (i) the
constrained quadrupole interaction averaged over ion mi-
crofield nonuniformity tensor components with the ion mi-
crofield strength vector being fixed; (ii) the quadratic Stark
effect; (iii) the trivial asymmetry associated with conversion
of cyclic frequency scale to the wavelength scale [54,62]. In
the PQST, the same items are included, but in distinction
from the nonperturbative approach the first item appears only
after the expansion of resolvent [25].

In accordance with ST settings [21,63,64], the symmetric
Stark profiles in zeroth approximation are formed by the
electron impact broadening of the Stark components in the
quasistatic ion microfield, taking into account the frequency
shifts due to the linear Stark effect. But the ST results for
asymmetric Stark profiles considered in the present work in-
clude additionally the frequency shifts due to QSE and the
constrained quadrupole interaction in NPQST approach. At
the same time, the corrections to the intensity of Stark com-
ponents stemming from QSE and the constrained quadrupole
interactions [33,44,54,61,62,65-68] are analyzed as well.
The QSE corrections to intensities of Stark components
are taken from [69], and in earlier publications
[33,44,54,61,62,66—68] their strong influence on the asym-
metry behavior was already demonstrated. In contrast to our
analysis of the quadratic Stark effect, the treatment given in
[31,47,48] excludes the QSE corrections to the intensity.
Furthermore, the present study deals with the influence of
the constrained quadrupole interaction on matrix elements
of the electron impact broadening operator (see
[25,30,33,44,54,61,62)).

It should be noted that resulting corrections to the contour
due to various interactions are nonadditive in the NPQST
approach (see [54,62]), contrary to the PQST approach used
in [25,30,33,44,61]. To simplify the computations, the diag-
onal approximation for the electron impact broadening op-
erator and the no-quenching approximation are used for the
electron impact width evaluations [25,30,33,44,54,61,62].
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This simplification is widely used in practical calculations
and proven to give quite satisfactory results. In our case, we
need to follow the approximate (within the first-order pertur-
bation theory) diagonalization of resolvent due to the con-
strained quadrupole interaction. If the off-diagonal matrix
elements of the electron broadening operator were also
added, then it would appear to be a competition between the
mentioned interactions. This would in turn hinder severely
our ability to interpret the comparison of PQST and NPQST
approaches. In the ST calculations of the total asymmetric
Stark profiles, we include the electron collision shifts, evalu-
ated within the different approach based on the kinetic
Green’s function technique, developed in [31,48,70].

The ST calculations of asymmetric Stark profiles are
based on consideration of joint distribution functions of the
electric microfield strength vector and the independent com-
ponents of its tensor of nonuniformity [25]. As the formi-
dable task of direct and detailed computations of these com-
plex functions is not yet attempted, we approach this difficult
statistical problem in terms of the first moments approxima-
tion for the microfield nonuniformity tensor components
[25]. To make comparison more straightforward, we assume
the Holtsmark microfield distribution function and its corre-
sponding universal functions, describing the first constrained
moment of the microfield nonuniformity tensor [25]. These
functions are derived directly from the initial joint distribu-
tion function, thus making the approximate statistical solu-
tion reasonable and meaningful [25]. It is known that the
Holtsmark microfield distribution function [21,63] leads to
the more broad Stark profiles with smaller peak intensities in
comparison with the distribution functions accounting for the
weak plasma coupling (see [21]).

At the same time, the parabolic set of wave functions
is chosen for the zeroth-order wave functions
[25,30,33,44,54,61,62,64—68]. The latter, in conjunction with
the aforementioned diagonal approximation, tends to overes-
timate the electron broadening in the center of the line as a
direct consequence of omitting the off-diagonal matrix ele-
ments of the electron broadening operator [64] in a parabolic
basis. Thus in comparison with the conventional ST results
for symmetric Stark profiles [21], the described procedure
overestimates the broadening due to ions and electrons
within the settings of ST [21,63,64]. In particular, this causes
an earlier disappearance of the red peak of Hg with the in-
crease of electron density N,, and leads to slight disagree-
ment between calculated and observed [6,9,71-73] asymme-
try behavior.

This is one of the reflections of the important general
thesis stated earlier in [25,30,74], that the asymmetry analy-
sis requires calculations of the total contour, contrary to what
was argued and done in earlier works (for further details, see
[30]). In addition, asymmetry is a sensitive multiparameter
function of the broadening mechanisms, affecting the Stark
profiles of hydrogen spectral lines, and is subject to the
choice of the reference point [33,44,61,62].

B. Results

An analysis of the comparison of the above-described ST
approach with the present experimental results is shown in
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FIG. 5. Comparison of experimental Balmer-beta line peak
asymmetry Ol vs the electron density N, with PQST [61] and
NPQST [54] theoretical calculations: black and white circles, the
collection of present experimental results; (a) the gray line, PQST
calculations within perturbation approach; (b) the thin solid line,
NPQST calculations without perturbation expansion with respect to
the constrained quadrupole interaction; (c) the dashed line, NPQST
with the electron impact widths reduced by factor 1.4; (d) the dotted
line, NPQST with omitted constrained quadrupole contributions
(QD); (e) the dashed-double-dotted line, NPQST with the omitted
quadratic Stark effect contributions (QS) both to frequencies and
intensities; (f) the dashed-dotted line, NPQST with omitted contri-
butions due to conversion from the frequency to the wavelength
scale.

Fig. 5, where the contributions to the Hg peaks asymmetry,
oI, coming from various effects are indicated as well. The
theoretical o values in Fig. 5 are obtained in the course of
the present work from the full Hg Stark profile calculations
[54,61,62] using the PQST and NPQST approaches devel-
oped in [25,30,33,44,54,61,62]. The experimental data pre-
sented in Fig. 5 in fact correspond to the different values of
plasma temperature.

The NPQST theoretical curves in Fig. 5 correspond to
retaining all itemized factors at once or to excluding one of
them while the rest are kept present. Such a comparison is
necessary due to the nonlinear interference of each contribu-
tion in the nonperturbative framework. It is worthwhile to
point out not only the better agreement with experimental
results in the case of reduced impact electronic widths of
Stark components, but also the drastic sensitivity of the
peaks asymmetry to the electron impact widths values as was
argued previously [62]. Indeed, it was noticed earlier that the
quasistatic binary result of Kudrin and Sholin for the quad-
rupole Hg asymmetry [23] is strongly damped by the intro-
duction of the impact electron broadening just due to the
profile renormalization [25]. Thus, it could now be stated
that the decrease of the impact electron broadening leads to
the increase of peaks asymmetry—a reasonable interdepen-
dence not established before.

The above comparison demonstrates the importance of
the correct inclusion of all significant sources of asymmetry,
especially those that are inherent to experiment such as the
conversion from the cyclic frequency scale to the wavelength
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scale. At the same time, the reduction of electron impact
widths causes the dip between peaks to become more pro-
nounced [30,62]. This particular sensitivity of the central dip
on the electron broadening was at the time a reason to mis-
judge the importance of ion dynamics, and led to the conclu-
sion that the electron broadening should be described in light
of a different theoretical approach than just the impact ap-
proximation [75].

Besides the diagonal approximation, there are two addi-
tional causes for deviation of the electron impact widths ob-
tained in two different ST methods. The first one relates with
the effect of incomplete collisions, which was approximately
included in [76] by introducing the empirical cutoff and re-
defining the expression for the logarithm. It is known that the
introduction of such cutoffs results in a certain decrease of
impact widths. The second source is identified in more rig-
orous approaches that predict a decrease in electron broad-
ening of Stark components (see [77] and reference therein)
by redefining the contribution of the “strong collision” term.
However, these improvements lie beyond the aim of the
present ST study, as we set out initially to show how sensi-
tive the peak asymmetry &1 is on a description of the electron
broadening. In that sense, it is seen from Fig. 5 that in the
NPQST approach the contribution to the peak asymmetry
due to the quadratic Stark effect is a bit larger than that of
quadrupole interaction, but still of the same order of magni-
tude. In general, this behavior more or less conforms to the
results of [31] but only after considering the influence of the
quadratic Stark effect on oscillator strengths, which led to a
reduction of the QSE’s overall contribution from Ref. [31] to
the peak asymmetry. The absolute partial values from [31] do
not coincide with the present results, because the influence of
the quadratic Stark effect on oscillator strengths has been
omitted in [31], and due to the obvious difference in formal-
isms. On the other hand, Griem’s earlier work on the subject
[45] is confirmed in its general ideas, as the result of Kudrin
and Sholin [23], criticizing [45], overestimated the quadru-
pole interaction contribution due to the neglect of the elec-
tron impact broadening. Figure 5 also demonstrates the small
difference between the results of perturbative PQST and non-
perturbative NPQST approaches. Moreover, the detailed
study of the various asymmetry characteristics [54,61] has
shown that the results of both approaches are similar to each
other (see also [62]). More importantly, the nonperturbative
approach allows us to avoid the diagonal approximation for
the electron broadening operator and perform the calcula-
tions of the asymmetric Stark profiles via the inversion of the
resolvent [21,64]. This approach, combined with the imple-
mentation of the Baranger-Mozer cluster expansion (to de-
rive the joint distribution function for microfield and its ten-
sor of nonuniformity; see [46,78]), would minimize the
conceptual difference between the present approximate cal-
culations and the conventional ST symmetric Stark profiles
[21], and would also improve the calculated asymmetry be-
havior.

The electron collision shifts, generated within the Green’s
function approach by Sorge and Omar [48,70], were included
in our ST calculations. These shifts are responsible, in par-
ticular, for the dip shift with respect to the location of the
unperturbed wavelength of the Hg line [33,38,40,43,61].
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Currently there is confidence only in the realistic order of
magnitude of the electron collision shifts values (~1 A for
the present density range) since their theory is not fully de-
veloped [62] and their precise experimental measurements
are quite troublesome [33,40,43]. Nevertheless, the present
study shows that even in the case of simplified ST calcula-
tions (perturbative approach for the quadrupole interaction in
the contour, Holtsmark’s microfield distribution function,
and diagonal approximation for impact operator), it is pos-
sible to achieve a good fit of the experimental profiles by
slightly changing the electron density and temperature as-
signed to the particular measurements (assuming 7,=T)).
These values of plasma density and temperature, obtained
from the above fitting procedure, often differ to some
small extent from those assigned to the given Stark profile
using the conventional recommendations from [21]. As
Holtsmark’s distribution is wider than that of Baranger-
Mozer, the extracted values for density using the simplified
ST approach are a bit smaller than the conventional ones.
The same conclusion is reached through the implementation
of the diagonal approximation in the parabolic basis.

The values and signs for electron collision shifts turned
out to be important for a description of the spectrally depen-
dent asymmetry parameter A;(AN) (for definition, see, for
example, [44]), as demonstrated in our previous work [62].
At the same time, we were unable to establish the direct
relation between asymmetry parameter A;(AN) and the
asymmetry of peaks ol. Recall that the parameter d is attrib-
uted to the different detunings in the red and blue parts of the
profile, corresponding to the locations of blue and red peaks.
It is worth mentioning that in the present analysis of sensi-
tivity of the &I on plasma density, and within the current
experimental accuracy, we found no significant influence of
the electron collision shifts (compare with [31]). Electron
collision shifts appear due to both the quenching and elastic
collisions [28,70]. In the latter case, the shifts are caused by
the residual quantum effects and velocity-averaged longitu-
dinal momentum transfer to scattering electrons [28,70], not
included in the conventional consideration of impact ap-
proximation with classical path trajectories of perturbing par-
ticles [21,63,64]. This elastic contribution was first pointed
out by Boercker and Iglesias (see [28,70]).

The validity of the implementation of ST settings for the
description of the H; asymmetry was repeatedly discussed
[51,55,62]. Indeed, in both experiments [4,6] and model
simulations [55], the dip value in the center of this line was
found to be sensitive to the ion dynamics and, in particular,
to the ion temperature and the reduced mass of the radiator-
perturber pair. But at the same time the experimental at-
tempts to find noticeable signs of ion dynamics influence on
the Hg FWHM for the plasma densities ~10'7 cm™ failed
[4,6]. In return, this feature allowed for widespread use of
the quasistatic estimate of the Hg FWHM as a tool to diag-
nose the ion density in plasmas [21]. The experimental ef-
forts to find correlations between the redshifts, derived from
line asymmetry, and the ion dynamics effects for the Balmer
alpha line also gave a negative answer [73]. These correla-
tions are of fundamental significance, since the tracing of the
contributions from the quadrupole interaction and the QSE
could give a tool to study the characteristics of the transition
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to the quasistatic limit via the asymmetry behavior in the line
wings [25,46,73]. Namely, the gradual cancellation of the
quadrupole contributions of ions and electrons as the quasi-
static limit is approached could be used for testing the be-
havior of this transition [64—68]. At the same time, the qua-
dratic Stark effect contributions would tend to double due to
an addition to the ion part of the contribution from electrons,
as long as the transition to the quasistatic limit would occur
[62].

Within the ST approach to asymmetry, there are presently
no obstacles to include consistently contributions from
plasma coupling effects. It could be done within the
Baranger-Mozer formalism elaborated in [46,78—81] taking
account of the electron Debye screening of the ion mi-
crofields, ion-ion correlations, the quadrupole interaction,
and plasma polarization effects, introduced in [79]. Presently
the account of plasma coupling could be performed only
within the first moments approximation for the microfield
nonuniformity tensor components, since the calculations of
the joint distribution function are not yet computationally
feasible [25]. The corresponding universal functions of the
reduced microfield strength value, 3, describing the first mo-
ment of microfield nonuniformity tensor and polarization ef-
fects, are calculated and studied in [46,78] (see also [29]).
Nevertheless, such work should be carried out along the lines
of the present study in order to allow for consecutive analy-
sis of various asymmetry sources [62].

It is worthwhile to note that in the context of the afore-
mentioned plasma coupling consideration, it was found that
the approach used in Ref. [38] is similar to the present PQST
study of the &I parameter, the apparent difference being the
use of Hooper’s [1] instead of Holtsmark’s [25] microfield
distribution. However, the author of Ref. [38] inconsistently
used the first moment for the nonuniformity tensor from
[25], which is in turn based on the notion of Holtsmark dis-
tribution. On account of the more pronounced maximum of
Hooper’s distribution with respect to Holtsmark’s, the con-
tributions to asymmetry due to QI and QSE should only
increase, thus improving the quality of fitting of the theoret-
ical curves to the experimental data found in Fig. 5. How-
ever, any detailed study of the influence of plasma coupling
effects on asymmetry would only overload this already ex-
tensive work.

Several other sources of asymmetry were not included in
the presented calculations, such as the Boltzmann factors and
w* scaling factor for intensity [21,44], the dissolution effect
in strong microfields [74], the contribution of the octupole
interaction, and the second order of the constrained quadru-
pole interaction, which have to be included simultaneously
with the quadratic Stark effect [25,30,33,44,62,65-68]. The
additional inclusion of the first two factors was recently ana-
lyzed in [62], but the study of the latter and all other men-
tioned effects is beyond the limited scope of the present
work. But even though there are other contributions of the
same order, such as the second-order quadrupole corrections
to the wave functions and the octupole corrections to ener-
gies, the consideration of asymmetry features restricted by
only the first-order quadrupole and quadratic Stark effects
has its own instructive significance [25,30,33,44,62,65-68].

The results of calculations presented in this and forthcom-
ing sections were thoroughly checked for self-consistency
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against the known asymptotic dependencies and results of
previous studies [25,27,28,31,33,40,62]. The present study
shows that the employed physical model is able to explain
the asymmetries observed experimentally without major
changes in it. However, a most reliable fitting of the central
part of the experimental profiles also implies proper inclu-
sion of ion dynamics—a requirement that our present ST
framework is not able to fulfill.

IV. COMPUTER SIMULATIONS

The simulation techniques have been employed previ-
ously for preparing plasma diagnosis tables [22,55,82], and
for studying isolated physical effects [83-85]. However, in
general, simulation studies have not taken into account the
effects that give rise to the asymmetry of Balmer lines,
though recently some calculation techniques [49,50,86,87]
have been developed allowing to include those effects in a
natural way in the simulation process. One of those recent
works [87] already pointed out that these calculation tech-
niques can give reliable results for line asymmetries and
shifts. Of course, including these phenomena will improve
the comparison between experiment and calculations and
will give a clearer insight into the physical effects respon-
sible of the line asymmetries. However, for the case we are
dealing with here, the Balmer beta line, these improvements
will not modify noticeably the diagnostics done with this line
as its FWHM is quite insensitive to the line asymmetry.

A. Calculation technique

The spectral profile of a dipolar emission can be obtained
as the Fourier transform of the emitter dipole moment auto-
correlation function [88],

(o) = 717 f "4 cos(w){C()}, (5)
0

C(1) =tr[D(z) - D(0)], (6)

D(t) = U ()D(0)U(1), (7)

with D being the dipole moment of the transition under
study, further normalized to give C(0)=1, and where the
time evolution operator of the system, U(f), obeys the
Schrddinger equation,

iﬁ(%U(t) =[Hy+qE(r) - R]U(2). (8)

Here H,, is the Hamiltonian of the unperturbed emitter, E(z)
is the electric field sequence undergone by the emitter, and
gR is its dipole moment.

This treatment considers that two systems take part in the
emission process: on the one hand, the set of emitters; on the
other hand, the plasma or set of perturbers. This last one is
considered as a thermal bath that alters the emitter evolution,
but that is not affected by the emission process. In this sense,
and to all intents, the plasma is always considered optically
thin. Besides, the action of the plasma on the emitter has
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been restricted to the electric interaction due to the charged
particles in it. Optical radiation present in the plasma is not
taken into account, so that the process studied corresponds to
the spontaneous emission of an atom. Nearly all physical
models developed to investigate Stark broadening in plasmas
use these same hypotheses [14,16,18,20,21,89-93].

In addition, this work assumes that the plasma action
on the emitter is limited to the dominant dipole interaction,
which, naturally, is the one with the largest intensity. Neither
effects due to the finite size of the emitter nor due to electric
field inhomogeneities—quadrupole and  higher-order
effects—are going to be taken into account, because the aim
of this work is to quantify only the effect of the dominant
interactions. In any case, as already pointed by [49], only the
quadrupole effect due to the perturber ions may be relevant.
On the other hand, [49] point out that the effect may be
negligible due ion dynamics.

The movement of plasma perturbers—ions and
electrons—is reproduced numerically in the simulation that
in turn permits us to calculate the electric microfield E on the
emitter due to those perturbers. When the electric microfield
is calculated, Eq. (8) is solved numerically to obtain the evo-
lution of the dipole moment. In order to have a representative
sampling of the microfields in the plasma, the described pro-
cedure is repeated a large number of times. Symbols { } in
expression (5) mean an average of emitters in the plasma,
which in our case means an average of the emitter dipole
autocorrelation functions, each of them calculated from a
sequence of the perturber microfield E(7) obtained in the
simulation.

We have considered that the plasma in our simulations is
weakly coupled, homogeneous, and isotropic. Then, we as-
sume in the simulation that the charged particles are indepen-
dent and move along straight line trajectories with constant
velocities that satisfy a Maxwell-Boltzmann distribution. The
simulation volume considered is a sphere with the same
number of ions and electrons. The emitter is static at the
center of the sphere, and the relative movement between the
heavy perturbers and the emitter is described using the so-
called w-ion model [83]. Due to their movement, some par-
ticles will reach the edge of the simulation sphere during the
calculation. The reinjection of these particles, which is the
most delicate aspect of the simulation technique, is detailed
in [22] and guarantees that the statistical distributions used,
homogeneity and isotropy of the particles’ positions, isotropy
of the paths, as well as Maxwellian distribution of velocities,
are steady during the simulation [18] and that there is no
correlation between the outgoing and the incoming particles.

As the perturbers considered in the simulation are inde-
pendent particles, in order to take into account the correla-
tion effects between charged particles, the electric field of the
ensemble of simulated ions and electrons is evaluated at the
emitter position according to the expression of the Debye
shielded field [56]. The perturbers’ motion as well as the
emitter’s evolution are carried on with the discrete time steps
At. The size of these steps is chosen small enough so that the
electric field E(f) can be considered static for the duration of
each time step. In this case, the solution of the differential
equation (8) is
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U(t+ Ar) = M(t+ Ar,t) U(r)

= exp| — %(HO +qE(r) - R)Ar |U(2). 9)

For this calculation, the operator R includes all the transi-
tions between all the states with principal quantum number
n=1 to 5. Then, the main contributions to the quadratic Stark
effect are included in a natural way (together with higher-
order effects only for interacting levels), accounting for the
main cause of the line asymmetry and shift. Consequently,
quadrupolar interactions have not been taken into account at
present.

To calculate the exponential (9), it is necessary to obtain
the eigenvalues and the eigenvectors of the Hamiltonian. In
order to ease this calculation, we have used the Cartesian
basis in which all the matrix elements of the three compo-
nents of R operator are real numbers. For the diagonalization
process, we have used the Jacobi method [94]. For each time
step in the simulation, one gets the numerical representation
of matrix M(t+At,1), see Eq. (9), which is then multiplied by
U(t) and promoted to the next time step.

This treatment may at first seem to be computationally
very expensive. Nevertheless, modern computers permit us
to carry it through without difficulties and in a reasonable
time frame. Another advantage of this approach over any
other numerical method for solving differential equations,
such as Runge-Kutta or predictor-corrector, stems from the
form of Eq. (9), which guarantees that the evolution operator
is unitary during the entire simulation process. If this were
not the case, nonunitarity would give rise to an artificial line
broadening that would be entirely numerical in character.
However, such an effect does not appear in our calculations.
In order to support this statement, calculations have been
repeated with decreasing values of Az, obtaining the same
converged results once the value of At became sufficiently
small. For the value Ar considered in our simulations, the
Runge-Kutta methods lead to nonunitary U(z) matrices,
which may give rise, in some cases, to an uncontrolled in-
crease of the time evolution operator.

Once the evolution operator U(t) is obtained, the dipole
autocorrelation function must be calculated according to Eqs.
(6) and (7). Tt is convenient to separate from the system
evolution the frequencies corresponding to the energies of
the unperturbed states. For this to hold, the evolution opera-
tor should be redefined as

U = exp{— %Hot} U), (10)

with a diagonal matrix H,. Here, matrix U(1) accounts for the
“modulation” in the evolution of the emitter states due to the
perturbations. In general, our interest is in plasma configura-
tions with perturbations that give rise to “modulations” of
very low frequency in comparison with those of the optical
transitions.

Then, with this notation the autocorrelation function can
be written as
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() =t T (1)e* P HDe M HH () . D |
= ti{ DG G(ODT (], (1)

making it possible to separate both domains of frequencies.
The matrix e*/WHoDe=MH takes into account the high-
frequency component of the function C(r), which corre-
sponds to the frequency of the optical transitions. This is a
fixed matrix function that does not depend on the perturber

field. The other matrix, U(f)DU*(f), accounts for low-
frequency modulations induced by the perturbations. The
main motivation behind this frequency separation is the re-
duction of the numerical errors.

The elements of matrices e*/WHoDe~(/MHo! gre functions
of the form D;je'“i". Then, one can write

et WMHy o= (R Hot — 2 [eimksz + €_iwktDZ], (12)
k

where D, (or Dy) is the part of the matrix D that connects the
states whose unperturbed energy separation is iy, (or —fiwy).
This expansion may be translated to the autocorrelation func-
tion in the following way:

C(1) = 2 tr (D + e DY) - U(t)DU*(1)]
k

=> cos(wt) Ci(t) — sin(wyr) G (1), (13)
k
where
Ci(t) =t[(D,+D}) - U)DU*(1)], (14)
Ci(n) = tr{%(Dk -D))- UnDU*(r) |, (15)

are both real functions. In order to calculate the line profile,
the above expressions are inserted into Eq. (5),

lw)=, }fo dr cos(wt){cos(wyt) Ci(t) — sin(wt) Ci(1)}.
k 0

(16)

The evaluation of the products cos(wr)cos(wyr) and
cos(wt)sin(wyt) gives rise to terms in cos[(w = wy)z] as well
as sin[(w = wy)t]. Terms in (w+w,) take account of frequen-
cies that do not appear in the correlation functions Cy(¢) and
Ci(t). These are slow varying functions in time so those
products can be disregarded here. In this way,

()=~ f di(cos[(@ - w0}
k TJo

+sinf (o - w)t {Ci(D)}), (17)

which corresponds to the profiles of all the possible transi-
tions between the studied groups of states. In our case, as
already pointed out, all the states with principal quantum
numbers between n=1 and 5 have been considered. Of
course, the calculation of the Balmer-beta line only involves
the term in the sum of Eq. (17) that corresponds to the tran-
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FIG. 6. Blue and red wings of a typical Balmer-beta profile
obtained in the simulation and in the absence of trivial asymmetry.
The antisymmetrical part of the profile, which corresponds to the
sinus transformation in Eq. (17), is enlarged by factor of 10 for
demonstration purposes only. The detuning of Aw=0 corresponds
to the unperturbed line frequency.

sition n=4—2, but all the states mentioned above were in-

cluded in the calculation of the time evolution operator U (1).
Note that Eq. (17) sets apart the symmetrical and antisym-
metrical components of the profile according to the two com-
ponents of the emitter dipole autocorrelation function, as de-
fined in Egs. (14) and (15), respectively.

B. Results

Figure 6 shows blue and red parts of the line profile and
the antisymmetric part of a profile obtained in the simulation.
This figure illustrates the profile dependence on the angular
frequency detuning, without the additional asymmetry due to
the change to wavelengths. An extensive convergence analy-
sis was performed with respect to the enlargement of the
number of levels used in the calculation. For this purpose,
Hg profiles were generated for a variety of plasma conditions
and monitoring the coupling of the levels from the first five
or six atomic n-manifolds. Figure 7 shows a comparison of
the profiles obtained for a pure hydrogen plasma with elec-
tron density N,=10** m™3 and T=10000 K, taking into ac-
count in the calculation (a) all the levels between n=1 and 3,
and (b) all the levels between n=1 and 6 manifolds. As can
be seen, for this sufficiently high density, the differences in
the line center for these two calculations fall well within the
uncertainty range of the simulation. Consequently, to reduce
the computational effort, all the computer simulations done
here are performed using atomic levels of n-manifolds up to
n=>5. Figure 8 shows a typical outcome of comparing the
recent experimental results [44] with a profile obtained in our
simulations. This calculated profile includes the trivial asym-
metry, and its asymmetry is clearly indicated in the different
heights of Hg peaks.

V. CROSS ANALYSIS OF LOCAL STARK PROFILE
CHARACTERISTICS

The data for &I parameter, see Eq. (1), obtained in the
present and other experiments [9,11,13,37,38,41,42], are
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FIG. 7. Comparison of the line profiles obtained in the simula-
tions considering coupling between the states of the first five or six
atomic levels. For the conditions of the calculation, no noticeable
difference can be seen beyond the intrinsic random errors of the
simulations. Populations were distributed equally in all sublevels.

shown in Fig. 9 and compared with the pioneering binary
quasistatic calculations [23], neglecting the electron broad-
ening, the recent PQST [61] computations, and the latest
computer simulations. The experimental uncertainties are in
the range =(14-19 %) for T-tube experiment and
+(16-20 %) for pulsed arc experiment and about +12% in
the wall-stabilized arc experiment. The experimental results
of this work, shown in Fig. 9, correspond to a pure hydrogen
plasma (T-tube and pulsed arc) and to a mixture of 98% Ar
+2% H (stabilized arc). The first case corresponds to a re-
duced mass u=0.5 and the second one to ©=0.975. All ex-
perimental results follow consistently a general trend, i.e.,
the values O increase with electron density. There is an ob-
vious disagreement between measured and calculated data

T T
Experiment: [44] .

10 Simulation for N, = 2.50 10% m™, T = 20200 K

1
470 480 490 500

Aam 510

FIG. 8. Comparison of the height-normalized experimental and
calculated Hg line. The experimental data correspond to the profile
labeled as (2) in Fig. 6 of Ref. [44], where the authors reported an
electron density of N,=2.73X10® m™ and temperature T
=20 200 K. The simulation profile, incorporating trivial asymmetry,
was generated for the same temperature but slightly lower density
of N,=2.50% 102 m.
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FIG. 9. Asymmetry of Hg peaks, Jl, as a function of electron
density, N,. Pulsed-arc and T-tube experiments, as well as theoret-
ical calculations, correspond to pure hydrogen plasma, while the
wall-stabilized arc experiment involves an Ar-H mixture.

found in Ref. [23]. Theoretical curves presented by full and
dotted lines in Fig. 9 are obtained in recent calculations
[51,61] and in general fit well experimental data. The agree-
ment of experimental points and PQST results [61] is a bit
better for higher electron densities, while the agreement of
experiment and simulations improves at lower electron den-
sities. Both theoretical predictions for o parameter follow
the main trend of experimental points. As is well known, ion
dynamics effects have an influence on the central structure of
Hp line [4,6,12,15,18,61,95]. Figure 9 also shows computer
simulations for the two different values of the emitter-
perturber reduced mass, u©=0.5 and 0.975. As is seen for
these simulation results, as well as for the experimental data,
a dependence of the parameter &I on ion dynamics is not
observed. This is in agreement with Fig. 6 of Ref. [6], where
the experimental Hy profiles for both the pure hydrogen and
mixed argon-hydrogen plasma conditions are clearly com-
pared. Although the authors of [6] analyzed the influence of
ion-dynamics effects on the central dip of the line, as well as
on the linewidth, they did not study the corresponding influ-
ence on the line asymmetry.

Figure 9 also illustrates a relevant result of this work. At
low densities, simulations agree better with the experimental
results than at high densities. This suggests that the effects
considered in the simulations are enough to explain the ob-
served asymmetries. However, at high densities the simula-
tions give broader and more asymmetric profiles than the
experimental ones. It must be taken into account that in this
region the simulation technique employed in this work is in
the limit of applicability. In the region of N,=10%* m~3, the
value of the coupling parameter p=0.8 (p is the ratio be-
tween the mean interparticle distance and the Debye radius),
which overflows the approximation of independent particles
considered in these simulations. Then, more reliable results
for these conditions would require us to do simulations with
interacting particles, which is beyond the aim of this work.
So the simulation results for high densities must be consid-
ered as an extrapolation of the model.
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FIG. 10. Relative dip vs electron density.

For the comparison of parameter D,, defined in Eq. (2)
and shown in Fig. 10, the experimental uncertainties are in
the range *(19-25 %) for the T-tube experiment and
+(20-28 %) for the pulsed arc experiment. As can be seen
in the same figure, for higher electron densities there is an
agreement between experimental and theoretical relative dip
results. Namely, the general functional behavior of the
present experimental results is in good agreement with both
computer simulations and PQST results at electron densities
above 10%* m~3. Earlier theoretical calculations [20,21] give
larger relative dip values. For electron densities lower than
107> m=3, only the computer simulations, and in lesser capac-
ity the model microfield method (MMM) calculations [19],
are able to follow the experimental trend [12]. This is a clear
indication of the influence of ion dynamics on the D; param-
eter seen through the different results obtained in the simu-
lations for different temperatures. On the other hand, in this
range of plasma densities and temperatures, ions could not
be considered as quasistatic, and the failure of the aforemen-
tioned ST approaches, which were never considered univer-
sal, is expected.

For the peak separation, the comparison between experi-
mental and theoretical data is shown in Fig. 11. The experi-
mental uncertainties are in the range *=(6-11 %) for T-tube
experiment and *(8—13 %) for pulsed arc experiment.

All theoretical data for peaks separation [19-21,44,50] are
very close, especially for higher electron densities. The ex-
perimental points fit very well to the theoretical data, within
the experimental uncertainties. Figure 11 suggests that the
peak separation, besides the half-width, is a sensitive func-
tion of the electron density. The peak separation-to-half-
width ratio can be used as a parameter for plasma homoge-
neity checking, as suggested in [97]. A comparison of the
theoretical [19-21,61] computer simulations and experimen-
tal peak separation-to-half-width ratios is given in Fig. 12.
The experimental uncertainties are in the range =(8-13 %)
for T-tube experiment and *(10—15 %) for pulsed arc ex-
periment. As discussed above, computer simulations and
MMM calculations [19] show similar functional dependen-
cies for lower electron densities, as they are the only calcu-
lation methods considered here that take into account ion
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FIG. 11. Comparison of the peak separation.

dynamics, while the other set of analytical calculations
shown in Fig. 12 considers quasistatic ions, thus giving rise
to another common trend. It is important to note that the
influence of ion dynamics or temperature on AN, and A\,
parameters is very smooth, but with slightly different depen-
dencies, causing their ratio to exhibit the behavior shown in
Fig. 12. For the conditions shown in the latter figure, dy-
namical effects are less important as density increases and, as
a consequence, the results of all the calculations
[19-21,51,61] tend to coincide. Due to the lack of experi-
mental data for electron densities below 1022 m™3, it is nec-
essary to check the discrepancies found in Fig. 12. Regarding
the homogeneity checks mentioned above [97], we can con-
sider the following. In the T-tube experiment, self-absorption
was less than 2% [44]. Besides the self-absorption, emission
from the cold layer, formed near the tube wall, can also
occur. The Hg profiles emitted from cold layers must be sub-
stantially narrower than the profiles emitted from the hot
plasma. The emission from cold layers would influence the
central part of the observed profile as well as the discussed
conventional parameters, especially the relative dip. The
thickness of the cold layer changes during the plasma life-
time, but it was much smaller than 1 mm during the plasma
observation [44]. The emissivity from the cold layer is con-
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FIG. 12. Comparison of the peak separation-FWHM ratio.
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sidered to be much smaller than the radiation from hot
plasma mostly due to its much smaller radiation volume.
Thus, for this experimental condition the influence of the
cold layer could be discarded, and cannot be considered as a
cause of the discrepancies between experiment and calcula-
tions. This result is also supported by a recent study on cold
layers in a T-tube identical to the one employed in these
measurements [98]. The thermodynamic nonequilibrium
would also affect the depth of the line center, which accord-
ing to Fig. 10 for T-tube experiments does not seem to be the
case.

VI. CONCLUSIONS

A comprehensive study of the asymmetry of the central
part of the Balmer-beta line profiles has been reported. It
includes additional experimental data as well as original
calculations. The comparison with other experiments
[9,11-13,37,38,41,42,96] and theoretical calculations
[19-21,23] has been done as well.

The use of three different plasma sources, namely electro-
magnetically driven T-tube, pulsed arc, and stabilized electric
arc, permits one to study the line asymmetry in a wide range
of plasma electron densities and temperatures. On the other
hand, the two sets of ST calculations (unscreened noninter-
acting static ions and impact electrons with consistent ac-
count of quadrupole interaction and quadratic Stark effect)
and new computer simulations (considering the coupling be-
tween all the states between n=1 and 5 but without quadru-
pole interaction) permit the estimation of the influence and
validity of each approximation and considered effect via the
comparison with the experimental data.

It should be emphasized that the computer simulations
performed in this work allow us to account consistently for
asymmetry of hydrogen Stark profiles. This means that in
distinction from earlier works, the ion and electron electric
field interactions with the atom are considered jointly and
simultaneously on the same footing. Further study of the
asymmetry phenomena of Stark profiles, with the help of the
computer simulations, will offer possibilities to judge more
precisely the conditions and the range of validity of the qua-
sistatic and impact broadening regimes that are of fundamen-
tal importance for the plasma spectroscopy.

Four different conventional parameters have been ana-
lyzed in this work: the relative asymmetry of the line peaks,
the relative difference between the peak average intensity
and the relative dip intensity; the peak separation, and the
peak separation-to-halfwidth ratio.

Though, in general, the full experimental line profiles are
well reproduced by the calculations, for the low-density con-
ditions studied here no definitive conclusion can be drawn
due to a lack of experimental data. And, as can be seen in the
results shown in the paper, a big disagreement between dif-
ferent theoretical approaches (analytical calculations and
simulation results) appears in this region for some of the
studied parameters. It is important to remind the reader that
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our experiments could not reach electron densities below
10?2 m=3, and that any new experimental results for this re-
gion will be quite revealing.

During the fitting procedure, it was found that a good fit
may always be achieved by suitable temperature-density
combinations. Then, any definite conclusions could be
reached only on the basis of data from complementary ex-
perimental methods. Indeed, any observation of the radiation
emission from gas discharges inevitably requires the com-
plex self-consistent analysis of atomic and radiative kinetics,
discharge parameters, and the character of thermodynamic
equilibrium. This in turn heavily complicates the plasma di-
agnostics procedure and makes the interpretation of radiative
spectral features quite a challenging problem [99].

The influence of ion dynamics on the line center asymme-
try has been studied through the use of the well known de-
pendence of the central dip depth on the heavy perturbers
dynamics. Accordingly, the shape parameter that gives the
relative distance between the peak mean intensities and the
dip intensity should also depend on the ion dynamics. This
has been checked by comparing different calculations with
experimental results. As expected, only models that take into
account ion dynamics were able to follow the observed ex-
perimental features, both in magnitude and in functional be-
havior. On the grounds of future efforts, it is noteworthy to
reconsider the ion dynamics effects under a two-temperature
plasma model [100]. Indeed, ion dynamical effects have been
considered here assuming kinetic equilibrium in the plasma,
as the ion temperatures were unknown in many cases. This
condition is hard to fulfill for some of the experimental ar-
rangements in this work and other experimental studies
found in the literature. So, strictly speaking, in order to do a
more reliable analysis of the influence of ion dynamics on
the center’s asymmetry, new experiments with independent
measurements of electron and ion temperatures would be re-
quired.
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