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Landauer’s erasure principle is generalized to nondeterministic processes on systems having an arbitrary
number of nonsymmetrical logical states. The condition that the process is applied in the same way, irrespec-
tive of the initial logical state, imposes some restrictions on the individual heat exchanges associated with each
possible transition. The complete set of such restrictions are derived by a statistical analysis of the phase-space
flow induced by the process. Landauer’s erasure principle can be derived from and is a special case of these.

DOI: 10.1103/PhysRevE.79.041102

I. INTRODUCTION

Landauer’s erasure principle (LEP) is a fundamental re-
sult in the thermodynamics of computation. It gives a rela-
tion between the amount of the information stored by a
memory device and the average entropy increase in the en-
vironment when a process erases that information. The prin-
ciple holds for processes that satisfy two essential features:

(A) The process is carried out in the same way indepen-
dent of the initial logical state (i.e., the information stored) or
the microstate of the device and

(B) it restores the device to a known standard state at the
end.

The first feature is necessary for a complete erasure of infor-
mation. Although it is conceivable that the process can read
the information and take different actions depending on it,
this can be done only by recording the information some-
where else. In that case, the process must also erase the re-
corded information. Even when this is the case, the statement
(A) remains valid when the recording instrument is consid-
ered as part of the device.

Landauer [1] has shown that under both of these condi-
tions, heats must be dumped to the environment in such a
way that the average increase in the entropy is at least kz In 2
per bit of the information erased, where kp is Boltzmann’s
constant. The original derivation of the principle by Land-
auer also assumes that the logical states of the device are
symmetric, i.e., they have equal values for the thermody-
namical quantities. However, such a restriction is not neces-
sary when the total entropy change of both the device and the
environment is considered. For example, for devices having
nonsymmetrical logical states, it is seen that the main con-
clusion of LEP continues to be valid when a complete write-
erase cycle is considered [2].

The principle is of prime importance in Bennett’s reso-
lution of Maxwell’s demon paradox [3]. In its quest to reduce
entropy, the demon periodically makes measurements,
records the results into its memory, and takes some actions
depending on these results. As the memory has a finite ca-
pacity, it must be cleared at some stage and reset to some
standard state in order to repeat the same cycle of events. It
is this erasure process and the associated entropy increase
that exactly offsets the reduction in entropy the demon has
achieved and thus saves the second law. Independently from
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Landauer and Bennett, same conclusions have been obtained
by Penrose [4] in his textbook on statistical mechanics. A
review of Landauer’s principle and Maxwell’s demon, as
well as reprints of some key articles can be found in Ref. [5].

Since Landauer’s original derivation of LEP relies on the
second law where the definition of entropy is extended to an
ensemble of memory devices, several objections have been
raised on its validity. This prompted the appearance of alter-
native proofs of the principle that does not rely on the second
law, by using the Fokker-Planck equation [6], by using the
microstate distribution functions [7], and by analyzing the
phase-space flow the erasing process induces [8].

In all of these, the feature (A) of the process is of central
importance. Since the device and the environment are sub-
jected to the same treatment independent of the initial logical
state, feature (A) is equivalent to the statement that the time
dependence of the microstates during the process is governed
by a single, logical-state-independent Hamiltonian. As a re-
sult, the microstates before and after the process are related
by a single map. That map is a canonical transformation for
classical systems, which preserves the phase-space volumes
by Liouville’s theorem, and is an isometry for quantum sys-
tems, which preserves the dimensions of the subspaces it is
acting to. LEP follows from the constancy of the phase-space
measures: as the process necessarily reduces the phase space
of the device by requirement (B), it must expand that of the
environment which leads to the Landauer bound.

The purpose of this paper is to investigate the full impli-
cations of the feature (A) in the most general setting, without
any additional assumptions. It contains the derivation of a
complete set of relations that captures all restrictions that can
be placed on the heats dumped to the environment in such
processes. When deriving these relations, no further assump-
tions are made on the process and the logical states of the
system. The logical states might be nonsymmetrical and, in
addition, the initial and final sets of these states might be
different both in number and in character. Also, the process
applied can be nondeterministic, i.e., for the same initial
logical state, it might lead to a set of different final states
with known transition probabilities. The precise statement
that will be proved is the following:

Theorem 1. Suppose that an arbitrary process having fea-
ture (A) is applied on a system that has » initial logical states
and brings it to a final configuration with m logical states. If
P(B|a) denotes the conditional probability that the initial
logical state « ends up in the final logical state 5, and kgs g,
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denotes the total entropy increase in the system and the en-
vironment when an « to § transition occurs, then the follow-
ing inequalities are satisfied:

> PBla)ea=1 (B=1,2,....m), (1)
a=1

i.e., m inequalities, one for each possible final state (3.

No additional assumptions other than feature (A) will be
made in proving this theorem. If the process obtains some
information about the system and stores it into some record-
ing instrument or, in general, an interaction occurs with an
instrument, then the instrument should be considered as part
of the system. Apart from this, if the initial logical state of
the system is recorded elsewhere before the process begins,
the conclusions of the theorem will not change as long as the
process does not use this information.

These relations imply LEP as a special case [when feature
(B) is also imposed], but they go far beyond LEP in impli-
cations because they cannot be derived starting from this
principle. It will also be shown that these relations are com-
plete, i.e., one cannot find any further restrictions between
the transition probabilities and individual entropy increases.
Consequently, any process with parameters satisfying Eq. (1)
can be constructed in principle. Therefore, these inequalities
provide a complete description of the thermodynamics of
classical information processing by taking nondeterministic
logical operations into account. Like LEP, these relations are
mainly of theoretical interest, but they may find application
in the investigation of heat exchange requirements of proba-
bilistic Turing machines. The heat exchanges for nondeter-
ministic processes have previously been analyzed by Penrose
[4]. They are also investigated in detail by Maroney [9,10]
for the purpose of generalizing LEP. However, as it is shown
in this paper, their entropic restrictions on heat exchanges are
weaker than theorem 1.

The organization of the paper is as follows. In Sec. II:
first, the notation used for describing the systems and the
processes is defined. Then, concentrating on the constant
temperature case, the proof of theorem 1 is given for both
classical and quantum systems. Finally, the completeness of
these relations is proved by constructing an arbitrary process
on a simple system. In Sec. III, the connection between re-
lations (1) and previously known relations such as LEP is
discussed. Section IV contains a brief conclusion. Finally,
the Appendix contains the proof of the theorem for the case
of various baths at different temperatures.

II. RELATIONS BETWEEN HEATS DUMPED
A. Definitions and notation

Consider a system S which can have two possibly identi-
cal configurations which will be called initial and final con-
figurations. In the initial configuration, the system has n dis-
tinct logical states described by a Hamiltonian H;g and is in
equilibrium with a heat bath B; at temperature 7. In the final
configuration, the system has m distinct logical states de-
scribed by Hamiltonian H g and is in equilibrium with a bath
By at temperature Ty The two baths might be identical. The
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system can be microscopic, but all of the baths must be mac-
roscopic.

A process brings the system from the initial configuration
to the final configuration, while in the meantime it brings the
system into contact with various heat baths B; at different
temperatures 7;. Any process satisfying the feature (A) can

be described as a time-dependent Hamiltonian

H(1) = Hy(s:0) + Hin(s3bi.ba, ... byst) + 2 Hy (b)), (2)
J

where s and b; denote the phase-space coordinates of the
system § and the bath B; respectively, H, B is the Hamiltonian

of bath B; and H;, describes the detailed coupling of the
system to the baths. If the process starts at time #; and ends at
t/, the total Hamiltonian reduces to the corresponding expres-
sions for each configuration. In other words, for t=1,,

H(1) = His(s) + Hyju(s:by) + 2 Hy (b)), (3)
J

and for t= Iy,

H(1) = Hys(s) + Hp(s:by) + 2 Hp (b)), (4)
J

In both of these configurations, it will be assumed that the
coupling terms H_ ;,(s,b.) (c=i,f) are negligibly small. If
Hp iy is identically zero, then sufficiently long times should
pass during the process for an effective equilibration.

The phase space of the system is divided into disjoint
regions corresponding to each logical state in such a way that
any microstate s belongs to one and only one logical state.
This division can be described with indicator functions 6.,
which are defined as 6,,(s)=1 when s belongs to logical
state a in configuration ¢ and 6,,(s)=0 otherwise. As a re-
sult, ,6.,(s)=1 must be satisfied for all s.

Miscellaneous thermodynamical quantities for each logi-
cal state must be defined in the canonical ensemble by using
only those microstates that belong to the given logical state.
Thus, using the indicator functions, the partition function and
the internal energy are

Zon= f 6, (s)e s ksl g (5)

1
Uea=7— f Hes(5) 0, o(s)e™ s aTeds, (6)

ca
respectively and the free energy, F,.,=—kzT,In Z.,, and en-
tropy, Seq=(Ucq—Fco)/ T., are defined accordingly.

The logical states must be sufficiently stable in such a
way that they can be used for information storage purposes,
i.e., once the system is in one of the logical states, either it
does not make a transition into another logical state, or the
transition time scales are long compared to the process and
equilibration time scales. In the former case, impenetrable
barriers separate the microstates of different logical states
and the above quantities correspond to the exact canonical
thermodynamical functions. In the latter case, high thermal
or diffusion barriers with long transition times separate the
logical states and there is some arbitrariness in the choice of

041102-2



RELATIONS BETWEEN ENTROPIES PRODUCED IN ...

the indicator functions. Once this choice is made, however,
the thermodynamical functions must be defined as above.

In the proof, the canonical map between the microstates
of the composite system of S and the baths for two given
times #, and ¢, will be investigated (1, =1;<t;=t,). It will be
supposed that the system is prepared such that, at time ¢, it is
in logical state « of the initial configuration and in equilib-
rium with the bath B;. The initial distribution of the mi-
crostates of the composite system depends on the prepara-
tion, but it must be consistent with the equilibrium
assumption. Consider the microstate of the composite system
at time t, after the process is applied. Let P(B|a) be the
probability that the final microstate belongs to logical state 8
of final configuration. Let W(B« a) denote the average
work done given that an « to B transition occurs. This is the
conditional average of the total energy change of the system
and the baths over all microstates that take part in a to 8
transition. Similarly let QB+ @) denote the average
amount of heat transferred to the bath B; given that « to 8
transition occurs. As these quantities must be computed in
equilibrium, #,—#, must be sufficiently large for getting ther-
mal equilibrium at time #,. Moreover, #;—¢; must be suffi-
ciently large for thermal equilibration. Provided that both of
these conditions are satisfied, the conditional averages of the
initial and final energies of the system over microstates that
take part in « to g transition are U;, and Ujg. Therefore, the
quantities above are related by the first law,

Upp= U= W(B— @) = 2 0}(B— a). (7)
J

The total entropy change per kg in « to B transition will be
denoted by sg, and is given by

kBS'BQZSfB—Sia‘FEQ"(BT;a). (8)
J J

In order to interpret these quantities as the total entropy
change, the baths must be sufficiently large so that the heats
dumped Q;(8+ a) cannot change their temperature.

Before going further, it is worth to consider an important
special case, the constant-temperature case, where the system
is in contact with a single bath at temperature 7 (where B;
=By and T;=T;=T). In that case, the quantities sz, can be
given a simple meaning in terms of the heat emitted to the
bath or the work done on the system. These quantities can be
expressed in terms of sg, as

W(ﬂ<— a):Ffﬁ_Fla+kBTsBa’ (9)

OB+ a)==T(S;5—S;4) + kgT's g, (10)

Note that, when some other thermodynamically reversible
deterministic process brings the system from « to S,
—T(SfB—S,«a) is the exact amount of heat that must be
dumped to the bath. For the current nondeterministic process
however, the heat dumped exceeds that reversible contribu-
tion by kgTsg,. For this particular reason, for the constant
temperature case, it is tempting to call sg, as the dimension-
less excess heat (in units of kzT) associated with this particu-
lar transition. For the same reason, it can also be called as the
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dimensionless excess work. Despite what the name may im-
ply, the excess heats can be negative for nondeterministic
transitions.

The excess heats are convenient quantities to be concen-
trated on, because in a cyclic change where a set of processes
bring the system back to the initial configuration and state,
all reversible contributions in Eq. (10) add up to zero. The
sum of excess heats then gives the total heat dumped to the
bath. This is the case in the context of Maxwell’s demon, for
example. In this way, the inconvenience brought by the
asymmetry of the states is eliminated.

B. Proof of theorem 1 for the classical case

This subsection contains the proof of theorem 1 for a
classical system. To make the derivation as clear as possible,
it is assumed that the system interacts with a single bath B at
temperature 7. The proof of the general case, which involves
various baths at different temperatures, is not different from
the proof given below, but the notation is more involved. For
this reason, the sketch of the general proof is given in the
Appendix.

The proof relies on the following approximations which
are justified by the largeness of the bath. (1) At the initial
preparation stage, the total energy E of the composite system
S+B has an arbitrary distribution in a certain range of ener-
gies, say between E;, and E,,,. For any E in this interval,
the associated microcanonical temperature of composite sys-
tem is approximately 7. (2) The width of the range, E.,,
—E in» 18 much larger than the typical energies for the sys-
tem. (3) Given that the initial energy of S+B at time ¢, is E,
the process parameters P(8|a), W(B+ a) and Q(B+ a) of
the process is approximately independent of E for E ;,=F
=FE,..x- The errors made from these approximations will get
smaller as the size of the bath increases. The last assumption
enables us to investigate the relationship between these
quantities within the microcanonical ensemble formalism. In
other words, it is supposed that the initial states of the com-
posite system have total energy E within the aforementioned
range, and the microstates are distributed with equal a priori
probabilities. The basic method is to express the transition
probabilities in terms of certain disjoint phase-space vol-
umes. A particular addition of these volumes leads directly to
the inequalities of theorem 1.

The process induces a canonical transformation ¢ on the
total phase space of S+B from t, to t,. Let ¢ map the initial
points (s,b) to the final points (s’,b’)=¢(s,b). Since ¢ is
canonical, it preserves volumes by Liouville’s theorem, i.e.,
the phase-space volume elements are equal, dsdb=ds’db’.

Let ng(E)dE represent the phase-space volume of the bath
consisting of points having energy between E and E+dE.
The corresponding density is

nB(E)=f Sl E - Hp(b)]db. (11)

As a result of the assumptions made above, the relation
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ng(E — AE) = ng(E)e 2T (12)

holds with good accuracy for typical energies AE of the sys-
tem.

Let N . (E)dE represent the volume of the total phase
space of S+ B of those microstates having energy between E
and E+dE and belonging to state « of system S in configu-
ration c¢. The corresponding density is

N,o(E) = f dsdbd[E — H.(s) — Hp(b)]0,.4(s)
= f dsnB[E - Hcs(s)]eca(s)

= nB(E)J ds eXP[— HCS(S)/kBT] 0ca(s)

=nB(E)an' (13)

In here, the interaction terms representing bath-system cou-
pling are dropped assuming that they are negligible.
Finally, let Mg, (E',E)dE'dE be the volume of phase-
space points of S+ B that start at state a with energy between
E and E+dE and end up at state 8 with energy between E’
and E'+dE’. The corresponding density can be expressed as

Mg (E'E) = J dsdb [ E — Hig(s) — Hg(b)]6;,(s)

X S[E' = Hys(s") = Hylb)10yg(s').  (14)

Note that M, (E",E) represents the density of points where
an « to B transition has occurred and the total energy has
increased by E’'—E. In that case, E'—FE is the total work
done.

Now, suppose that the total energy of S+B was E and the
system was in state a before the process is applied. Then, by
equal a priori probabilities assumption, S+ B is in one of the
microstates consistent with these restrictions with equal
probability. In that case, the probability that a transition to
state B occurs with final energy between E’ and E’ +dE’ can
be expressed as

Mg, (E' E)E'
Nia(E) . (15)

Let P(B|a;E) be the probability of making an « to 8 tran-
sition, irrespective of the work done, and let Pg,(w;E) be
the probability distribution function for the work done w in
the « to B transition. These probabilities can be expressed as

/’ d !
P(BlaE) = f Mﬂff(% (16)

Mg E+w,E)
PoaE) = Bl YN, (E) (17

As discussed above, both of these probabilities have only a
weak dependence on E, which can be considered to be a
dependence on the temperature 7. For this reason, we will
write P(B|a;E)=P(B|a) and Pg,(w;E)=Pp,(w); the de-
pendence on the temperature is assumed, but not shown ex-
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plicitly. Combining these with Eq. (13) we get
M po(E"\E) = ng(E)Z;P(Bl&)Ppo(E' = E).  (18)

This equation relates the phase-space volume densities to the
process dependent quantities: the transition probabilities and
the distribution function for the work done in individual tran-
sitions.

To obtain the inequalities of the theorem, we sum Eq. (14)
over the initial logical states and integrate over E which
gives

EdeMﬁa(E’,E):f ds'db’

X E"—Hs(s") — Hp(b")]0,4(s"),
(19)

where the equality of the volume elements, dsdb=ds’db’, is
used and the prime on the integral sign indicates that the
integration is over all possible final microstates. This integral
is not over the whole of the phase space when the process
map ¢ is not onto. This may happen when infinite, impen-
etrable barriers evacuate some part of the phase space. For
example, this is the case for the erasure process considered
by Landauer where all final logical states other than the stan-
dard state are inaccessible. For this reason, the right-hand
side of Eq. (19) is smaller than the integral over the whole of
phase space,

> f dEM g (E' \E) = Npg(E') = ng(E")Zs.  (20)

This is the first place where an inequality is introduced. The
equality holds if and only if ¢ is onto.

Using Eq. (18) and changing the integration variable to
w=E'—F gives

2 P(Ble) f dWPBa(W)e‘(WJ'F i~ Fp)/ksT
= S P(Bla)e Ty e FurFi T < 1, (21)

where (---)g, represents the conditional average over
microstates that take part in « to [ transition. Using
the strict convexity of the exponential function we get
exp(—(w) g/ kgT) ={exp(-w/kpT)) g, Where equality holds if
and only if work done has no fluctuations. Finally, using
(W)ga=W(Ba) and relation (9), we get the desired in-
equality in Eq. (1). O

Inequalities are introduced at two points; therefore if a
process has equalities for all of these m relations, the process
map ¢ on the total phase space should be onto and works
done should have absolutely no fluctuations. We will define
I, the inefficiency of the process for the final state 3, as

ele=", P(Bla)epa. (22)

Relations (1) then imply that all inefficiencies are non-
negative. Inefficiencies are essentially a combined measure
of the irreversibility of the process and the fluctuations in the
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energy exchanges. As it will be seen below, by process en-
gineering, some excess heats can be reduced and all ineffi-
ciencies can be made to vanish. In the case of an efficient
process, where all /5=0, it is not possible to decrease any of
the excess heats without increasing some other excess heat
corresponding to a transition with the same final state. By the
discussion above, efficient processes have no fluctuation for
the excess heats and the process map is onto.

It might be interesting to view the derivation above from
the perspective of the time-reversed process. The time rever-
sal of a process is always well defined in the Hamiltonian
description; it is simply given by the Hamiltonian H(z)
="H(~t) and brings the system from the final configuration to
the initial one. Basically, one needs to carry out the same
actions in reverse order. Below, the associated quantities for
the reverse process will be indicated by tildes. For simplicity,
consider the case where ¢ is onto. As the reversed process

map is ¢=¢ !, the densities in Eq. (14) are related by

MHB(E,E’)zMBa(E’,E). Invoking Eq. (18), the following
relation between the probability distributions can be found:

PP ) = PP e 25 (23

That relation can be made simpler by expressing it in

terms of a microstate dependent variable for the excess heat,

s=(w+F;,—Fp)/ kgT. Note that (s),=5g, and s has no fluc-

tuations if and only if w has no fluctuations. This variable

can also be expressed as a function of the microstate coordi-
nates as

1
5= —(E Fi () = > Fp 0(s") + Hys(s') + Hy(b')
kgT 5 5

— Higls) - HB(b)), (24)

for the forward process. Therefore, for the reversed process
with initial point at (s’,b’), the value of the corresponding
variable is —s. The relationship between the probability dis-
tributions of s for forward and reverse processes then be-
comes

P(aB)Pl (- 5) = P(Bla)Ppals)e™, (25)

where P’ denotes the distribution function for that quantity.
Inequalities (1) are obtained by using the fact that the total
probability for the reversed process is 1.

C. Sketch of the proof for quantum systems

For quantum systems, there is a problem involved in defi-
nition (8) of sg,. To provide a consistent definition of these
quantities, it should be assumed that the system starts from a
definite initial logical state « and when the process is com-
pleted a projective measurement of the final logical state is
carried out. Provided that this is done, the average heats
dumped to the baths can be computed from the expectation
value of the respective Hamiltonians of the baths and there-
fore 54, are well-defined quantities. It is important that such
a final measurement stage takes place to eliminate the possi-
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bility of having final microstates in a superposition state of
various logical states. If this is the case, the inequalities of
theorem 1 are valid.

The proof for this case is not different from the classical
proof given above. There is only a change in the terms used.
Instead of a canonical map, there is now an isometry V that
maps the initial microstates into the final ones, which pre-
serve the dimensions of the subspaces (VIV=1). As above,
the map V does not need to be onto, i.e., it does not need to
be unitary. In that case, VV' is a projection operator on the
accessible final states and therefore VV'<1.

The operators 6., are now a complete set of orthogonal
projections (2,0,,=1) which commute with the respective
Hamiltonians H,g. All of the phase-space densities defined
above can now be expressed as

ng(E) = tr S(E— Hp), (26)
Nca(E) = tr[é(E - HCS - HB) eca] s (27)

M (E',E) =t[VS(E - His— Hp) 0,V

The identity in Eq. (18) remains the same. The inequality in
Eq. (20) follows by using the fact that VV' <1 and the same
convexity argument leads to the final proof.

D. Completeness of the relations in theorem 1

The set of inequalities (1) are also complete. In other
words, one cannot find any more restrictions between the
transition probabilities and entropy increases that cannot be
derived from the given inequalities. This completeness state-
ment is captured in the following theorem.

Theorem 2. Let P(| @) be some transition probabilities
and sg, (B=1,...,m, a=1,...,n) be some numbers such
that none of sg, are infinite and the quantities /5, which are
defined as

> P(Bla)epa= I8, (29)

are nonnegative. Then, there is a system S having initial and
final configurations with, respectively, n and m logical states,
and there is a process having feature (A) on that system such
that P(B|a) are the transition probabilities and §pq are the
total entropy increases for the respective individual transi-
tions.

Proof. The system that will be chosen for this purpose is
essentially Szilard’s one molecule gas [11]. It is a classical
system which is composed of a single molecule inside a box
with a total volume V and in contact with a heat bath at
temperature T (Fig. 1). The box is divided by impenetrable
walls into n regions having volumes R;,V(a=1,2,...,n) for
the initial configuration and into m regions having volumes
R V(a=1,2,...,m) for the final configuration. Here R, are
positive numbers with 2, R.,=1. The region that the mol-
ecule is located represents the logical state and all of them
are separated by impenetrable barriers.

Although it is not essential for the proof of the theorem, it
can be supposed that different constant potentials are applied
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(1), (2) (3) (@)

(), (6) ] @) (8)

FIG. 1. The steps of the process on a single molecule system
with n=2 initial and m=3 final logical states. The system is pre-
pared in initial configuration and (1) potentials of each region are
lowered to zero, (2) additional walls are inserted, (3) volume of
each region is expanded or compressed, (4) some parts of the walls
are removed, (5) walls are aligned at constant volume, (6) each
region is compressed adiabatically by pistons from left, (7) small
holes opened on the pistons to let the molecule expand freely to-
ward the left part, and finally (8) pistons are removed and the po-
tentials of each region are increased.

to each region. If the molecule is an ion, this can be achieved
by surrounding each region by a metallic sheet and applying
different constant electrostatic potentials to them. Let u,., be
the potential energy in region « for configuration c. This
potential does not affect the motion of the molecule; its sole
purpose is to adjust the internal energies of states to different
values. The internal energy and entropies of the molecule can
be expressed as

Ucog=tteq+f(T), (30)

Scaz kB ln(RcaV) + g(T)7 (31)

for some functions f and g of temperature. Therefore, by
selecting u,,, R., and the volume V appropriately, it is pos-
sible to set the values of internal energy and entropies to
anything that we choose. As it will be seen below, these
values do not have any effect on the end results; they are
completely arbitrary.

Consider the following process applied on this gas. Note
that all of the individual steps of this process can be carried
out without knowing where the molecule is. Therefore, it is a
process that satisfies the condition (A). At each step, only the
value of the work done is computed; the heat exchange with
the bath can be computed from the first law at the final stage.

Prepare the box in the initial configuration. The molecule
can be in any region.

(1) First, decrease the potential of each region from u;, to
zero. No heat exchange with the bath occurs in this step and
if the molecule is in region «, then the work done on it is
W1 =—Ujq.

(2) Next, divide each region into smaller volumes by in-
serting secondary walls, so that region « (which had volume
R;,V) is divided into m smaller regions with volumes Vg,
=P(B|@)R,,V. There will be nm such smaller regions at the
end, some of which might have zero volume. This step does
not require an expenditure of work. If molecule was in re-
gion a, then the probability that it will appear in the region
Ba with volume Vg, is P(B|a).
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(3) Next, slowly change the volume of each of these nm
regions such that the volume of region B« is changed from
Ve tO

Ba

Via=RsP(Bla)e's bV (32)
The work done on the molecule if it is in region Ba is

Va

szkBT In , (33)
Via
Ria

:kBT<1n_ _I.B+ Sﬁa) . (34)
Ryg

Note that no problem arises if a particular volume Vg, is

zero, since the probability that the molecule is there is zero.
(4) Now, for each B, connect the regions with indices 81,

B2,...,[Bn into a single connected region with volume

V=2 Vi, =RV, (35)

by removing some parts of the walls. This step also does not
require an expenditure of work.

(5) Next, move the walls slowly in such a way that each
region has still the same total volume, but at the end, the
walls become arranged just like the final configuration. This
step is needed for aesthetical reasons only. As long as the
volumes of each region remain the same, there is no work
done.

(6) Now, slowly compress each region £ from volume V'ﬁ
to V"=e‘IBV’B by a movable piston. If the molecule is in
region f3, the work done on it is

W3 =kpT'1 ‘—//é =
3=kp nV” =kgTlg. (36)
B

(7) Now, open a hole on the pistons used in step 6 (or
remove them suddenly), and let the molecule freely expand
from volume V7 back to volume V. The work done on the
molecule is zero again. The steps 6 and 7 are needed to
increase the total entropy by the desired amount. Note that
step 7 is possible only if all /5 are non-negative.

(8) Increase the potential energy of each region from zero
to usg. The work done if the molecule is in region g is W,
=Usp.

J;ft this point, the system is brought to the final configu-
ration. If the molecule is initially in region «, then it will
appear in region 8 with probability P(8|a). The total work
done when this is the case is

4
W(B— a)=, W, (37)
j=1

Ria
zuw - uia + kBT<ln_ + S,Ba> (38)

Rp
=Ffﬂ_Fia+kBTsﬂa' (39)
Therefore, the excess heat of that transition is s B O

Note that when all expansion and compression steps are
done infinitely slowly there will be no fluctuations in the
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excess heats. This implies that the process map ¢ is not onto
if some inefficiencies are nonzero. It is obvious that the step
6 is responsible for this effect as it caused the evacuation of
some part of the total phase space.

There is a stronger form of this theorem concerned with
the general case where the system interacts with differ-
ent heat baths at different temperatures. It states that in-
equalities (1) capture also all restrictions that are satisfied by
individual heats dumped to the baths. In other words, if each
Qj(B+ a) are chosen such that the quantity sz, defined in
Eq. (8) satisfies Eq. (1), then it is possible to construct a
process where the average heats dumped into each bath in
each possible transition are given by the chosen quantities.
The proof of this statement is not complicated; one only
needs to change the step 3 of the process described above in
an appropriate way. For this reason, the construction of the
process and the proof of this stronger statement are left to the
reader.

III. DISCUSSION

Since the inequalities in Eq. (1) express all restrictions
that can be placed on the excess heats, they contain other
powerful relations. In this section, it will be shown that a
number of relations that have been obtained by different re-
searchers in different contexts can be derived from these in-
equalities. The simplicity of these derivations is an indication
of the power of these inequalities. A few other implications
of these relations are also discussed at the end.

A. Penrose’s lower bounds on excess heats

As each term in Eq. (1) has to be less than 1, the follow-
ing lower bound for the excess heats in terms of the corre-
sponding transition probabilities can be given:

Sge = In P(Bla). (40)

Hence, some excess heats can be negative if the correspond-
ing transition probabilities are less than one. This inequality
has been first obtained by Penrose in his treatment of nonde-
terministic processes [4]. Inequalities in Eq. (1) enable us to
see how the lower bound above can be accomplished. If, « is
the only initial state that leads to the final state 3, then this
lower bound can be achieved. If possible initial states are
more than one, then it is not possible to achieve the lower
bound, but it is possible to approach arbitrarily close to it, at
the expense of increasing s, for all N # a.

A bound on the fluctuations of the excess heats can also
be obtained if they are Gaussian. In that case, the average of
exp(—s) for an « to B transition is

1
(e‘s)ﬁa=exp(—s3a+ EAS%C‘)’ (41)

where Asg, is the standard deviation of the fluctuations. The
upper bound on the standard deviation can then be obtained
from Eq. (25) as

Asgy = \2[sp,—1In P(Bla)]. (42)

In other words, the fluctuations are necessarily suppressed if
the lower bound in Eq. (40) is approached. However, if the
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fluctuations are not Gaussian, it is not possible to find such
bounds on the standard deviation.

B. Landauer’s erasure principle

Consider a Landauer erasure process where all initial
states end up in the same final state, e.g., in state B=1 (i.e., a
restore-to-1 process). In this case, P(B|a)=dp, all ineffi-
ciencies except /; are infinite and for the final state 1 we have

eh= ¢dla=], (43)

This relation has been first obtained by Szilard [11] in con-
nection with his membrane model. Although Szilard associ-
ated changes in entropy with the measurement process, a
correct interpretation would connect it to the erasure as dis-
cussed in Ref. [12].

In order to obtain a lower bound on average excess heats,
it is convenient to introduce the Legendre transform of the
information-theoretic entropy function, o(p)=-2,p, In p,,
of a probability distribution p=(p,,ps,...,p,). Let X

=(x{,Xx,,...,x,) be an n-tuplet of real numbers. The Leg-
endre transform of o is
J(x)= min(Z Pa¥a= 0(1))) (44)
P a

— ln<§ e"‘a), (45)

where the minimum is taken over all possible probability
distributions. The definition above implies that the inequality

> Paa—0(p) = J(x) (46)

is satisfied for all p and x. Moreover, the inequality becomes
an equality if and only if p,=exp[J(x)—x,].
Taking x,=s;, in Eq. (46) gives J(x)=I; =0 and

> PuSia = a(p). (47)

If the system is a memory device and information is coded
such that the state « appears with probability p,, then o(p) is
the measure of information in nats stored by the device. If
the same resetting process is applied on the device (or on an
ensemble of such devices) irrespective of the state, then the
left-hand side of Eq. (47) is the (ensemble) average of the
excess heats. Therefore, this inequality states LEP. Note that
the inequality holds for any probability distribution p. As a
result, it can be considered as an infinite set of mathematical
relations between s;,. Interpreted in this way, Eq. (47) is
equivalent to Eq. (43).

C. Generalized Landauer principle

The derivation above can be repeated for an arbitrary pro-
cess as well, which leads to the generalized form of Landau-
er’s principle. Consider a process with transition probabili-
ties P(B|a) and excess heats s ga- 1f the system is prepared in
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the initial configuration with probability distribution of states
being p,, then

Pp=2 P(Bla)p,, (48)

is the probability distribution of final states and

5= 2 55.P(Bla)p (49)
aB

is the average excess heat. A lower bound on § can be ob-
tained as follows.

First, consider a single final state 8. If we take x,=[sz,
—In P(B|@)] (for @=1,2, ... ,n), then it can be seen that J(x)
is equal to the inefficiency /. Using inequality (46), we can
then write

> [spa—In P(Bl)]g, - o(q") = J(x) =15, (50)

which is valid for all probability distributions q’. Using the
particular distribution ¢,=P(B|a)p,/ps in this inequality
gives

D [5paP(Bla)pa+ P(Bla)pa In p,]—paln fg= s

(51

Finally, summing over the final states [ gives
5+0(p) —a(p) = 2 Pyl (52)
B

As each inefficiency has to be non-negative, we get the de-
sired result,

5= o(p) - o(p). (53)

This is identical in content with the nondecreasing property
of Penrose’s statistical entropy [4]. It is termed as the gener-
alized Landauer principle by Maroney [9,10] as it relates the
average excess heat emitted to the environment to the change
in the information-theoretic entropy of logical-state distribu-
tions.

As the properties of the process [namely P(3|a) and sg,]
are independent of the choice of the distribution p, it is pos-
sible to view Eq. (53) as an infinite set of inequalities, one
for each possible distribution p, placed on the process. Al-
though they have clear physical interpretations, these in-
equalities are weaker than and not equivalent to the main
inequalities of this paper given in Eq. (1). The reason is that,
all expressions in Eq. (53) is essentially a combination of
5,=2gP(B |a)s5a, the final-state average of the excess heat
when the initial state is . For this reason, Eq. (53) places
restrictions only on the averages 5, and not on the individual
excess heats associated with every transition.

Moreover, Egs. (1) and (53) imply an opposite depen-
dence between individual excess heats of transitions. As an
example, consider a process where all inefficiencies are 0,
and one of the excess heats, say S B is desired to be de-
creased. Relation (53) alone implies that, this can be
achieved by increasing another excess heat with the same
initial state (e.g., s,, With u# B) in such a way that 5,
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remains the same. However, according to Eq. (1), this is not
possible; sg, can be decreased only by increasing another
excess heat with the same final state (e.g., sg, with N # a).
For this reason, relations (53) are not sufficient for this kind
of process engineering problems.

D. Controlled processes

A trivial application of the inequalities in Eq. (1) is to
controlled processes. Here, the process to be applied on a
system S is determined based on the logical state of another
system C, the controller; but the controller does not change
its logical state during the process. The controlled-NOT gate
is a well-known example. The restrictions on the heat ex-
changes with the environment for such processes can be ana-
lyzed simply by imposing these restrictions for each indi-
vidual process on S. To be precise, suppose that when the
state of the controller is k, the process A% is applied on §
which has transition probabilities P*(3| @) and excess heats
s%‘; For this case, the controlled process applied on the com-
bined system S+C has the following transition probabilities
and excess heats:

P(Bjlak) = 5;,PP(Bla), (54)
Sﬂk,afk = S(ﬁkc)l/‘ (55)

The inequalities (1) for the controlled process then are

> PO (Bla)e e =1, (56)

which must hold for all 8 and k. Therefore, the controlled
process satisfies inequalities (1) if and only if every indi-
vidual process A® applied on S satisfies the same inequali-
ties.

An immediate application of the result above is to the
measurement processes. In this case C is the system whose
state will be measured and S plays the role of the recording
instrument. Before the measurement, S must be prepared in a
standard state, say a=1. The measurement is then a con-
trolled process as above, where the individual process AW
changes the state of S from a=1 to B=k with certainty. As
this is the only necessary requirement, it is possible to con-
struct A® as a deterministic and logically reversible process
and choose sff{ =0. This controlled process changes the logi-
cal states of S+C from (1,k) into (k,k), i.e., the state of C
has been copied into S, and no excess heat is transferred to
the environment in doing this. This is a simple, but general
demonstration of the principle first stated by Bennett [3], i.e.,
thermodynamically reversible measurements can be done
provided that the recording instrument is initialized in a stan-
dard state.

E. Some further bounds and processes with doubly
stochastic transition probabilities

The inequalities in Eq. (1) give the relation between ex-
cess heats of the same final state, e.g., it gives a restriction
between sg, ... ,5g,. The following lower bound on the larg-
est of these quantities can be easily deduced
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mjlx Spa = ln<§ P(B| a)) , (57)

where the equality applies if and only if sg,=... =54, From
here, it is possible to show that the largest excess heat of all
transitions, max,g sg,, is bounded from below by In(n/m).
In other words, at least one excess heat should exceed that
bound. This result, together with a corresponding one for
final-state averages of excess heats, is also contained in the
following proposition.

Proposition. The following are equivalent:

(a) sgo=In(n/m) for all 8 and a,

(b) 5,=In(n/m) for all @, where 5,=23P(B|a)sg, de-
notes the final-state average of the excess heat for the initial
state a,

(c) sgo=In(n/m) for all B and «, all inefficiencies are I,
=0 and the transition probabilities satisfy

S Ppla)=" (58)

Proof. As the implications (c)=>(a)=(b) are trivial, we
only need to show (b)=(c). Suppose that (b) holds. First,
consider a fixed a. Strict convexity of the exponential func-
tion leads to

m
n

=¢a= D P(Bla)e*pa (59)
B

where the rightmost inequality is an equality if and only
$ga=3, for all B. Next, sum these inequalities over the initial
state « and apply Eq. (1) to get

m= > eta< P(Bla)e™ba < > 1=m. (60)
@ af B

As the leftmost and rightmost sides of this chain are equal,
all of the individual terms are equal to each other. Therefore,
all inequalities that are used to obtain it must have been
equalities as well. As a result, s5,=5,=In(n/m) for all & and
B, 15=0 for all B and Eq. (58) follows from these. O

At this point, it is worth concentrating on a particular
special case, the case where the initial and final configura-
tions of the system are identical (and hence n=m). Most
applications, for example memory elements used in compu-
tation, fall under the scope of this case. A minor result that
follows from the proposition for this case is that for any
process there should be a transition with a non-negative ex-
cess heat. Similarly, there should be a state « for which s,
=0.

The processes that satisfy the conditions of the proposi-
tion have some remarkable properties that should be men-
tioned. These are processes that have doubly stochastic tran-
sition probabilities

> P(Bla)=2 P(e|B)=1. (61)

In this case, it is possible to construct the process in such a
way that all excess heats are zero which necessarily implies
that the process is also efficient for all final states. The
proposition is stating that any process that has nonpositive
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excess heats for all transitions should be such a process.

The excess heats of these processes have absolutely no
fluctuations. There are no macroscopic fluctuations because
all excess heats are uniform, SBQ:O, and there are no micro-
scopic fluctuations because the process is efficient. If the
logical states of the system are also symmetric, i.e., they
have equal equilibrium energy and entropy, then absolutely
no heat exchange occurs with the bath and there is no work
done irrespective of the initial and final state. A contact with
a bath is not even necessary to implement the process.

Moreover, successive application of two such processes
yields a process that has the same feature. For this reason,
they might find application in the implementation of proba-
bilistic Turing machines. If the individual computation steps
of such a machine have doubly stochastic transition prob-
abilities, then it is possible to run the whole computation
without any heat exchange with the environment and without
any work done (assuming that the states are symmetric).

Furthermore, any probabilistic Turing machine can be
adapted to have doubly stochastic transitions. Consider, for
example, a step of the computation where a set of memory
elements S with n logical states undergoes a logical operation
with transition probabilities P(3|a), which may not be dou-
bly stochastic. Let A be an ancillary device having n logical
states, which is initially in state i=1. Consider an operation
on S+A which has the following transition probabilities:

1 e
;P(B|a) if i=1,
P'(Bjled) = (n=ry) (62)
S—L= it i1,
n“(n-1)

where rB:EaP(,B| «) and the roman letters denote the logical
states of A. It can be seen that P’ is doubly stochastic and
3,P'(Bj|al)=P(B|a). In other words, if A starts in state 1,
then same logical operation is obtained on S. In order to
make the whole computation doubly stochastic, different an-
cillaries with the same initial state have to be used at each
computation step. This discussion essentially shows that
probabilistic Turing machines with doubly stochastic transi-
tion probabilities can have the same computing power as any
other probabilistic machine, at the expense of using a larger
memory space.

However, it should be kept in mind that probabilistic Tur-
ing machines can also be designed to have deterministic
computation steps where randomness is introduced by an
additional input tape containing random symbols. They are
more manageable for thermodynamically reversible compu-
tation since they can be adapted to have logically reversible
computation steps as in Ref. [13]. In that case, they will also
be able to erase all intermediate results of the computation,
except the input, the desired output and the random tape,
without any heat exchange. In addition, the symbols on the
random tape can also be generated and subsequently erased
without any heat exchange (e.g., inserting walls into a con-
tainer containing single molecule for generation; removing
the walls for erasing). As a result, there is no problem in
doing probabilistic computation in a thermodynamically re-
versible way.

041102-9



S. TURGUT

IV. CONCLUSIONS

A complete set of inequalities has been obtained that
places restrictions on the excess heats and the transition
probabilities of any nondeterministic processes having fea-
ture (A). These inequalities can be interpreted as a general-
ized form of both Penrose’s bound (40) for nondeterministic
processes and Landauer’s bound (43) for resetting opera-
tions. Their unique power comes from the completeness
property. As a result, just like these two classical results, any
relation between excess heats and transition probabilities can
be obtained starting from these inequalities.

APPENDIX: PROOF OF THEOREM 1 FOR VARYING
TEMPERATURE CASE

Consider the general case where the process brings the
system into contact with various heat baths at different tem-
peratures. The notation is described in Sec. Il A and the
proof follows the same lines of the one given in Sec. II B.
The quantum case is assumed because of its slightly better
notation. It is also assumed that the baths B; and B, are
distinct; the case where they are identical is not considered
separately as the proof is altered only slightly. Suppose that
there are N baths and the initial and final baths are B;=B,;
and B;=By, respectively.

Let np, (E) denote the density of states of bath B; at energy
E which is defined by Eq. (26) and N,,(E) denote the density
of states of S and B, for logical state « at configuration ¢
=i,f. These are defined as in Eq. (27) for the appropriate
bath and can be expressed as Nm(E)=nBC(E)Zm(TC).

Let E,,...,Ey be a set of energies chosen in the appro-
priate temperature range of the corresponding baths and
Ej,...,E} be another set of energies. To simplify the nota-
tion, the shorthand £=(E|, ... ,Ey) and &'=(E}, ... ,E}) will
be used. Consider the following set of microstates of the
system and the baths:

(i) Initially, before the process is applied

(a) S is in logical state «,

(b) S+B; has energy in interval (E,,E,+dE,),

(c) bath B;(j+# 1) has energy in interval (E;,E;+dE));
(ii) and after the process is completed

(a) S is in logical state B,
(b) S+B; has energy in interval (Ey,Ey+dE)),
(c) bath B;(j# N) has energy in interval (E j' ,Ejf +dE;).

The corresponding “density of states” for such mi-

crostates is given by
Mg (E':6) = tr(V[ 0o 0(E, — His— Hp)

xIT 8(E; - HB)]VT[%&(E —Hs—Hyg)

JFi 4
x T a(E] - HB)D (A1)
J*f
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where V is the isometry corresponding to the time develop-
ment of the state from #, to t,. It satisfies VIV=1 and VV'
=1. Note that, E; and Ey, include also the energy of thesys-
tem S, while all the other energies represent only the corre-
sponding bath’s energy.

The density of states in Eq. (A1) can be easily related to
the process dependent probabilities. First, note that by equal
a priori probabilities, all microstates satisfying condition (i)
above can be represented by the density matrix

Ze,aa( His—Hp)[1 8E;-Hy),  (A2)
JFi
where
N
z=2 f d'Mpo(€':8) = Z,o( T T ng (E)). (A3)
B Jj=1

As aresult, p’=VpV" is the density matrix when the process
is completed. Projective measurements by {6} will result in
the transition probabilities

P(B| 0.’) =trp 0f/3 ! f dg,MBa(5, ((:) (A4)

Finally, if collapse to 3 state occurs in that measurement, the
final density matrix is p”=6gp" 05/ P(B|a) from which the
distribution of final energies of the baths and the system, i.e.,
the function Pg, (£’ &) can be computed. The quantity de-
fined in Eq. (A1) contains this information. As such, it can be
expressed as

N
Mpo(€'36) = P(Bla) Ppol €' = E)Zio( T ng (E)),
Jj=1
(A5)

where again it is assumed that these probabilities have a
weak dependence on initial energies £ and it is supposed that
this dependence can be taken as an implicit dependence on
the temperatures.

Now, sum and integration of M over initial state and en-
ergies gives

N
2 f dgM,Ba(gl 6 = Zf,B(TN)H ”B}.(E;), (A6)
@ j=1

where the inequality is introduced taking by into account that
VV'=1. Using Eq. (AS), the last inequality can be written as

ng (E))
s, (Ej)

Zta(Tl)
& E-£&
Ea‘,P(BIa) f dEPgE' =€) sz(TN)H

=2 P(Bla)e™) g =1, (A7)

where now the variable s is given by
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N
F (T, F; (T E -E;
s= fﬁ( N) _ m( 1) 4 2 j j

. (A8)
kpTy kgTy o kgl
Since
(E\ = E)ga=0dB @) = U, (A9)
(EN=En)ga=QAB — a) + Uyg, (A10)
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(B -E)ge=0B—a) (#1N), (All)

it can be seen that (s)5,=5g,. The inequalities in Eq. (1) then
follow by using the convexity of the exponential function.
The detailed relation in Eq. (25) between the probability dis-
tributions for reversed and forward processes continues to
hold in this case as well.
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