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Small traveling clusters in attractive and repulsive Hamiltonian mean-field models
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Long-lasting small traveling clusters are studied in the Hamiltonian mean-field model by comparing between

attractive and repulsive interactions. Nonlinear Landau damping theory predicts that a Gaussian momentum
distribution on a spatially homogeneous background permits the existence of traveling clusters in the repulsive
case, as in plasma systems, but not in the attractive case. Nevertheless, extending the analysis to a two-
parameter family of momentum distributions of Fermi-Dirac type, we theoretically predict the existence of
traveling clusters in the attractive case; these findings are confirmed by direct N-body numerical simulations.
The parameter region with the traveling clusters is much reduced in the attractive case with respect to the

repulsive case.
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I. INTRODUCTION

The Hamiltonian dynamics of discrete particle systems
interacting at long range is usually approximated by the as-
sociated Vlasov equation, sometimes also called collisionless
Boltzmann equation. The Vlasov approximation is used in
various fields such as plasma physics and cosmology and is
at the root of some peculiar dynamical properties of these
Hamiltonian systems. Indeed, the Vlasov dynamics itself
does not relax toward the discrete statistical equilibrium and
instead often approaches one of its infinite numbers of sta-
tionary solutions. The time scale on which the Vlasov ap-
proximation is valid diverges with the number of particles N,
and the original particle system thus remains trapped for a
long time close to this stationary solution. The stationary
solution is hence sometimes called a quasistationary state
(QSS) for the particles dynamics.

Physical examples of such a scenario include galaxy for-
mation [1,2], wave-particle interactions in plasmas [3], free-
electron laser dynamics [4], and beam particles dynamics [5].
To avoid technical and computational difficulties, it is fruit-
ful to introduce simplified toy models. One of the simplest is
the Hamiltonian mean-field (HMF) model [6,7], in which
particles are confined on the unit circle and have XY-type
interactions. The model is widely used to study relaxation
and QSS in long-range interacting systems [8—11].

In addition to the QSSs described above, some numerical
results in the HMF model point to the alternative phenom-
enon of “traveling clusters” [11,12]. Due to the periodic
boundary condition of the HMF model, the persistence of
traveling clusters implies that the N-body dynamics ap-
proaches a periodic solution rather than a stationary solution
and stays close to it for a long time before relaxing to the
statistical equilibrium. A natural interpretation of this phe-
nomenon would rely on an asymptotically stable periodic
solution to the associated Vlasov equation, just like QSSs are
associated with stable stationary solutions to the Vlasov
equation. We thus refer to this N-body dynamical state with
traveling clusters as a quasiasymptotic periodic state
(QAPS). This general idea leaves many open questions: (i)
Which initial conditions yield QAPS? (ii) How are the fre-
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quencies selected? (iii) Which type of interactions between
attractive and repulsive is more favorable to observe QAPS?
The purpose of this paper is to answer these questions in the
context of the HMF model when initial conditions are per-
turbations of a homogeneous background.

In the field of plasma physics, a large body of work has
been devoted to solutions to the Vlasov equations, including
periodic ones (see [13] for a historical paper). Several stud-
ies, which often go under the name “nonlinear Landau damp-
ing,” were devoted to the study of asymptotic periodic states
consisting of traveling waves [14—16]; see also [17] for ex-
amples in two-dimensional fluid dynamics, where the term
“quasimode” is often used. To our knowledge, previous nu-
merical experiments were mainly restricted to plasmas and
thus to systems with repulsive interactions [18-20]. In this
paper, we make use of techniques developed in plasma phys-
ics in the context of the N-body HMF model both with at-
tractive and repulsive interactions. We derive criteria to pre-
dict the presence of QAPS after a small to moderate
perturbation of an initial homogeneous stationary state. We
show that in the presence of attractive interactions, the favor-
able parameter zone to observe QAPS is drastically reduced
with respect to the repulsive case but does not vanish. These
predictions are then examined against N-body numerical
simulations.

II. MODEL
The Hamiltonian of the HMF model [6,7] is

N o 1 N
H=2%+5\12 [1-ccos(6;- 6], (1)

i=1 ij=1

where ()Y, and (p,)Y, denote angles of particles and their
conjugate momenta and c is a coupling constant. We will use
either c=1 (attractive case) or c=—1 (repulsive case). This
model with ¢=1 (¢=-1) retains only the first Fourier com-
ponent of the gravitational (Coulomb) force in the one-
dimensional self-gravitating (plasma) system. The role of the
gravitational or electric field is played by the magnetization

AZ(I):[MX(I) .M ()], defined by Mx+iM),=Ejyzlei91/N. In the
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continuous limit, the state of the system is described by the
one-particle distribution (6, p,?) instead of the 6;’s and p;’s.
The dynamics of the N-body system (1) is then given by the
associated Vlasov equation,

&Lf+p(93f—cffsin(6— 0)f(6',p',1)d6'dp' 3,f =0,
()

which is valid over a time scale diverging with N [21]. This
time scale is at least In N but may be much larger [10,22,23].

III. LINEAR THEORY

All homogeneous distributions f,,(p) are stationary for Eq.
(2). We consider in the following even single-humped homo-
geneous distributions f(p) plus a small to moderate pertur-
bation,

f(6,p,1=0) = fo(p)(1 +a cos 6), 3)

where a is the amplitude of the perturbation. We look for
criteria predicting the observation of a QAPS on top of the
homogeneous background f,(p) or on the contrary the com-
plete relaxation to f,(p), that is a QSS.

The linear theory around a given f,(p) yields the Landau
dispersion relation [6] for wave numbers k= *+ 1,

= folp) k

dp + ci2m () — folwlk) =0,
o P—wlk |k]

ek,w)=1+cmP

(4)

where P denotes the principal value, and 7(w)=0, 1/2, and 1
for positive, zero, and negative Im(w), respectively. For k
# * 1 no dispersion relation is obtained as the Fourier com-
ponents of the potential vanish in the HMF model. Perturba-
tion (3) is then roughly proportional to e~'*’, where w is a
root of e(k,w). We will express the criteria using the roots of
(1, w).

First, we note that, at variance with the plasma or repul-
sive HMF cases, an even single-humped f,(p) may be un-
stable for the attractive HMF. A perturbation would then
drive the system toward an inhomogeneous state, where M

=||Zl71 | >0, which is beyond our scope. The first requirement
is thus the stability of f,(p), that is, Im(w) <0, for all w roots
of dispersion relation (4).

IV. NONLINEAR LANDAU DAMPING AND
BERNSTEIN-GREENE-KRUSKAL WAVES

Linear theory predicts that all perturbations of a stable
fo(p) should asymptotically decay by Landau damping. Ac-
cordingly, the N particle dynamics should approach a QSS.
However, it has been known since a long time in plasma
physics that nonlinear effects may prevent the complete re-
laxation to f(p) [14]. If the damping is sufficiently weak,
some particles may be trapped in the resonance created by
the perturbation. The trapping happens if the Landau relax-
ation time 7, is larger than the trapping time #j. Calling »*
=w|+iw, (0, w, € R) the root of Eq. (4) closest to the real
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FIG. 1. (Color online) Schematic picture of the violent relax-
ation on u space from the waterbag distribution (left) to the homo-
geneous Lynden-Bell distribution (right).

axis, the critical ratio g,=f,/tp=\al|w,| separating full
damping from trapping was numerically found to be close to
q.=1 for a plasma [20]. The trapping condition then reads

- 5 Ja, (5)

where w, is negative due to the stability requirement.

Under the trapping condition, we may expect a wave with
velocity set by w; and amplitude a’ as asymptotic state of the
system. From symmetry of f,(p), there must actually be two
waves, with velocities = w;. Despite these waves being non-
linear in essence, a superposition is possible if the resonances
created by the different waves do not overlap [15]. The non-
overlapping condition yields another criterion, \«"a’ré ||,
since the width of the resonance is proportional to va'. If a
and a’ are of the same order of magnitude, the nonoverlap-
ping condition is

Vag|ol. (6)

Whereas criterion (5) is widely used in plasma physics, we
are not aware of a previous appearance of criterion (6) in this
context. The above criteria are summarized as

0<-w3 \J';§|wl|. (7)

We now examine criteria (7) on concrete examples. For this
purpose, we choose as fy(p) a two-parameter family of ho-
mogeneous Lynden-Bell distributions f g(p),

o

fis(p) = (8)

-5 .
6‘0z+,8p 12 +1

These distributions appear as the result of the violent relax-
ation of a waterbag initial condition [1,4,11,24-26]. The
Lynden-Bell distributions are parametrized by magnetization
My=sin 6y/ 6, and energy U=pZ/6+(1—-cM3)/2 of the cor-
responding rectangle waterbag distributions shown in Fig. 1
[24]. The magnetization M, controls the crossover of the
Lynden-Bell distributions from a waterbag (M,=0, 6,=)
to a Gaussian (My=1, 6,=0) [see Fig. 2 for examples of
Lynden-Bell distributions]. We prepare the two-parameter
family for the attractive case and use the same family for the
repulsive case to compare the two types of interactions.

The constraints imposed by criteria (7) are summarized in
Figs. 3 and 4 for the attractive and the repulsive cases, re-
spectively. Clearly, the favorable zone for the appearance of
QAPS is much wider in the repulsive case, but the attractive
HMF model does present a parameter region where QAPS
should be observable.
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FIG. 2. Examples of the Lynden-Bell distributions (8) on the
parameter plane (M, U). In each of nine panels, the horizontal axis
represents p and the vertical fig(p).

V. NUMERICAL TESTS

We perform N-body numerical simulations with N=10°
particles whose positions and momenta are randomly drawn
according to Eq. (3). The perturbation amplitudes are
a=0.01, 0.05, and 0.1. We observe whether the system re-
laxes to a QSS close to fy(p) or evolves toward a QAPS,
manifested by long lasting oscillations in the magnetization
[M(t),M (t)]. The attractive and the repulsive cases are re-
ported in Figs. 5 and 6 for the three points marked on Figs. 3
and 4, respectively.

In the attractive case, the point with M;=0.02 satisfies
criteria (7), but the points with My=0.5 and M,=1 break
criteria (5) and (6), respectively. Accordingly, the power
spectrum of M (t) shows a peak around |w,| for M;=0.02
and no peak for M;=0.5 and 1. The presence of two travel-
ing clusters in the first case creates bumps in the momentum
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FIG. 3. Graphical representation of criteria (7) for a=0.01 in the
attractive case. The favorable zone to observe QAPS is represented
as the vertically hatched area. The three crosses (X) on the line
U=0.76 mark the sample points for N-body simulations (see Fig.
5). The horizontally hatched area is forbidden due to energy con-
straint; its boundary is expressed as 2U=1+(My6,)*/(m* - 6%),
where 6, solves M,6,=sin 6.

PHYSICAL REVIEW E 79, 036208 (2009)

1.00 ————
095 |
0.90
085 i
080 [} x

D075 H
070 b
0.65 |
0.60 | |
0.55 |
0.50

(A}
-

Forbidden

I
i

00 01 02 03 04 05 06 07 08 09 1.0
M,

FIG. 4. The same as Fig. 3 but in the repulsive case. The two
criteria @, <0 and |w;|>Va are satisfied in the whole area, and
hence the corresponding curves do not appear. The three crosses
(X) on the line M,=0.5 mark the sample points for N-body simu-
lations (see Fig. 6).

distribution, as shown on Fig. 7. The My=1 point satisfies
Eq. (5) and not Eq. (6) but is somewhat peculiar as w;=0;
we note that for another point in this zone with w; # 0, the
pictures are similar to Figs. 5(c) and 5(f) (not reported). The
repulsive case is in Fig. 6. The power spectrum shows a clear
peak around |w,| for U=0.6 (inside the favorable zone) and
much smaller ones for U=0.7 and 0.8 (outside the favorable
zone). This is in accordance with the analytical predictions;
the presence of small peaks in a priori unfavorable cases
indicates that the repulsive HMF sustains the oscillations
much more easily than the attractive one.
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FIG. 5. (Color online) Attractive case. Momentum distributions
at t=205 (upper panels) and power spectra of M (1) (lower panels).
U=0.76 and M(y=0.02, 0.5, and 1 from left to right. The amplitude
of perturbation is a=0.01 (red solid), 0.05 (green dashed), and 0.1
(blue dotted) from bottom to top in lower panels; the corresponding
momentum distributions almost collapse onto the initial Lynden-
Bell distribution. The normalization condition for momentum dis-
tributions is [gf(p)dp=1. Arrows mark the positions of *w,. Fig-
ures are produced as averages over 50 realizations with N=10° and
in the interval 0 =¢=205 for the power spectra. Note that each of
a=0.05 and 0.1 for My=1 yields a drifting inhomogeneous back-
ground, and hence the small peaks on panel (f) are of no interest.
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FIG. 6. (Color online) The same as Fig. 5 but repulsive case.
My=0.5 and U=0.6, 0.7, and 0.8 from left to right.

VI. DISCUSSION

We asked in Sec. I the three questions [(i)—(iii)] on the
appearance of traveling clusters or QAPS. From the N-body
numerical simulations, we conclude that the answers are as
follows. (i) Criteria (7) predict the initial conditions yielding
QAPS under small to moderate perturbations like Eq. (3); (ii)
frequencies of the traveling clusters are estimated by the root
of the Landau dispersion relation closest to the real axis; and
(iii) both attractive and repulsive interactions may sustain
traveling clusters, but repulsive ones are more favorable. In
particular and in contrast with the repulsive case, there can
be no traveling clusters close to Gaussian distribution in the
attractive HMFE.

The criteria derived in this paper are based on the Landau
dispersion relation. Thus, for initial conditions very far from
a stationary solution of the associated Vlasov equation, like
those used in [11,27], it breaks down. We note however that
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FIG. 7. (Color online) Magnification of Figs. 5(a) and 6(a). In
both cases, the presence of traveling clusters creates dips and
bumps in the momentum distribution.

even in this case, the general idea of seeing QAPS as being
close to periodic solutions to the Vlasov equation should still
be valid.

It would be very interesting to generalize this study close
to inhomogeneous stationary states: this could help us to
understand the observations in [12]. Beyond the HMF
model, the search for quasiasymptotic periodic states in other
long-range interacting systems would be of course a very
desirable future work, for which the general techniques used
in this paper may be useful.
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