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Nonequilibrium actin polymerization treated by a truncated rate-equation method
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Actin polymerization time courses can exhibit rich nonequilibrium dynamics that have not yet been accu-
rately described by simplified rate equations. Sophisticated stochastic simulations and elaborate recursion
schemes have been used to model the nonequilibrium dynamics resulting from the hydrolysis and subsequent
exchange of the nucleotide bound within the actin molecules. In this work, we use a truncation approach to
derive a set of readily accessible deterministic rate equations which are significantly simpler than previous
attempts at such modeling. These equations may be incorporated into whole-cell motility models which oth-
erwise quickly become computationally inaccessible if polymerization of individual actin filaments is stochas-
tically simulated within a virtual cell. Our equations accurately predict the relative concentrations of both
monomeric and polymerized actin in differing nucleotide hydrolysis states throughout entire polymerization
time courses nucleated via seed filaments. We extend our model to include the effects of capping protein. We
also detail how our rate-equation method may be used to extract key parameters from experimental data.
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I. INTRODUCTION

Actin is a globular protein that can spontaneously poly-
merize into filaments that are an essential component of the
cytoskeleton of eukaryotic cells [1]. The extent and rate of
actin polymerization are regulated by a number of actin bind-
ing proteins that naturally occur in vivo [2]. Measurement of
in vitro actin polymerization time courses is a useful tool for
biologists and biochemists who study the effects of isolated
actin binding proteins upon polymerization. These polymer-
ization time courses are generally assayed by structure-
dependent light-scattering and turbidity measurements, or via
fluorescence intensity of both intrinsic and artificially bound
fluorophores [3-6]. Inside each globular actin molecule, a
nucleotide is bound [2]. This nucleotide may be found in the
higher-free-energy adenosine triphosphate (ATP) state, the
lower-free-energy adenosine diphosphate (ADP) state or in at
least one intermediate state [7-9]. The rates of monomer
association with, and subunit dissociation from, existing fila-
ments depend upon the hydrolysis state of the bound nucle-
otide [10]. Structural properties such as the persistence
length of the actin filaments are affected by the bound nucle-
otide hydrolysis state as well [11]. The function of actin
binding proteins can also be affected by the bound nucleotide
hydrolysis state. For example, it has been shown that the
filament severing protein cofilin binds with much greater af-
finity to a polymerized subunit binding nucleotide in the
ADP hydrolysis state than to one binding nucleotide in the
ATP hydrolysis state [12]. Furthermore, it has been shown
that a popular fluorescence assay of actin polymerization—
the pyrene assay—is strongly sensitive to the hydrolysis state
of the bound nucleotide [9,13]. It is thus crucial for research-
ers conducting in vitro actin polymerization experiments to
know the relative concentrations of actin molecules binding
nucleotide in time-varying hydrolysis states.
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Actin filaments are helical and polar, having distinct plus
and minus ends [1,2]. Association and dissociation events at
the plus end occur approximately ten times more frequently
than events at the minus end." In this work, we treat only the
plus end although our presentation may be straightforwardly
extended to include minus-end effects. In an equilibrium
polymer [14], the binding affinities of monomers and sub-
units are constant over time. The net association of mono-
mers occurs at a rate k,, times the concentration of free
monomers while dissociation of subunits from existing fila-
ments occurs at a constant rate k.. The critical concentration
G, =kl ko, 1s the steady-state concentration of monomers
where the net rates of monomer association and subunit dis-
sociation are equal, thus leaving the total amount of polymer
unchanged over time. Early measurements of actin polymer-
ization time courses were performed such that the time to
reach the critical concentration was much greater than the
entire bound nucleotide hydrolysis time [3,6]. Therefore, the
actin likely was an equilibrium polymer (mainly in the bound
ADP state) throughout most of the time course and the
simple equilibrium model presented above will describe
those polymerization time courses well. These are the type of
monotonically increasing polymerization curves seen in text-
book explanations of actin polymerization [1,14-16]. How-
ever, under in vivo conditions, and in many in vitro studies,
the bound nucleotide states are not in equilibrium.

In actin molecules, the bound nucleotide serves to stabi-
lize the globular structure of the protein itself [ 1]. Therefore,
as that nucleotide undergoes hydrolysis, the structure of the
molecule changes, thus changing the binding affinity be-
tween molecules. Thus, the rates of monomer association and
dissociation themselves depend upon the hydrolysis state of
the bound nucleotide. Because these rates differ greatly be-
tween the ATP-bound state and the ADP-bound state, the
critical concentration of ATP-bound actin is about 20-fold
lower than that of ADP-bound actin [10]. In rapid nucleation

'"The plus end is also commonly referred to as the “barbed” end
while the minus end is referred to as the “pointed” end.
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experiments, it is possible to polymerize actin quickly
enough that a transient steady state of polymerization deter-
mined the ATP-bound critical concentration is achieved, only
to depolymerize until the ADP-bound critical concentration
is ultimately reached [9]. Many polymerization experiments
are conducted in the presence of excess ATP nucleotide in
solution. This serves to exchange the lower-energy ADP-
bound nucleotides for higher-energy ATP-bound nucleotides.
Thus, there is a relatively constant influx of chemical energy
that maintains a nonequilibrium state of polymerization
above that of a purely ADP-bound state. The result is that the
critical concentration is no longer simply a ratio of a single
dissociation rate to a single association rate, but rather be-
comes a nucleotide concentration-weighted average of the
differing rates for the bound nucleotide states which them-
selves change randomly throughout the polymerization time
course.

In the double-helical structure of actin filaments, each po-
lymerized subunit is in direct contact with two neighboring
subunits [1]. However, if one assumes that subunit dissocia-
tion is determined solely by the bound nucleotide within the
subunit itself—i.e., independent of the nucleotides bound by
its neighbors—then the filament may be modeled as a linear
chain of successive subunits [5,19]. The hydrolysis process
within an actin subunit is an irreversible two-step process
[7]. First, ATP-bound actin hydrolyzes to an intermediate
state in which inorganic phosphate remains bound to the
nucleotide. Second, the bound phosphate is released, leaving
the nucleotide in the ADP hydrolysis state. Thus, there are
three nucleotide hydrolysis states, ATP, ADP+P;, and ADP,
which we will denote later as 7, P; and D, respectively.

When an end subunit dissociates, an internal subunit is
converted to an end subunit, and this process complicates the
theoretical analysis. Consider, for example, the change in
number of ADP+P; tips with time. These tips may be “de-
stroyed” by the release of inorganic phosphate or by cover-
ing them with ATP-bound or ADP-bound subunits. However,
they may also be destroyed by ADP+P;-bound subunit dis-
sociation provided that the subunit one position preceding
the tip is in a different hydrolysis state from that of tip itself.
Herein lies the crux of the problem: the net dissociation rate,
and thus the critical concentration G, necessarily depends
upon the hydrolysis state of the nucleotide bound within the
plus end, which in turn is determined by the nucleotide
bound within the subunit immediately preceding the plus
end. As hydrolysis and inorganic phosphate release are be-
lieved to occur with equal probability within any given sub-
unit, the state of nucleotide bound within the preceding sub-
unit also randomly changes (ATP— ADP+P;— ADP).
These changes are occurring simultaneously with (de)poly-
merization processes, which themselves indirectly depend
upon the hydrolysis state of the nucleotide bound within the
preceding subunit. Thus, this nucleotide hydrolysis state is a
stochastically “moving target” within a nonlinear feedback
loop.

There has been some controversy whether hydrolysis within fila-
ments occurs randomly or in a cooperative vectorial fashion. We
follow the prevailing belief that each stage of hydrolysis is indeed
random [17,18].
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One means of dealing with the challenge of predicting the
nucleotide hydrolysis state of the plus-end subunit is to track
the nucleotide hydrolysis state of every subunit throughout
the polymerization time course. Bindschadler er al. [18] were
able to accomplish this in a clever but somewhat restricted
fashion. Their model imposed a constant length upon the
filaments and then iterated stochastic processes over each
subunit within every filament. The Green’s Function tech-
nique employed in that work to obtain the distribution of
subunits binding nucleotide in various hydrolysis states
would be difficult to implement within existing biochemical
simulation packages. Furthermore, that work focused on
steady-state solutions and was not applied to polymerization
dynamics.

It is the purpose of this work to present our set of rate
equations, based upon a truncation approximation for the hy-
drolysis states of the bound nucleotides, that accurately
model nonequilibrium actin polymerization. We track only
the relevant subunits as opposed to each subunit individually.
This dramatically reduces the complexity of the rate equa-
tions and increases the speed at which they may be inte-
grated numerically. We compare polymerization time courses
obtained from these equations to the results of a stochastic
simulation method [9] that has been shown to accurately
model experimentally measured data. These readily acces-
sible rate equations enable nonspecialists to calculate the hy-
drolysis states of nucleotides within monomers, filaments,
and filament tips.

II. METHODS
A. General formalism

In defining our rate-equation methodology, we treat poly-
merization induced by seed filaments whose number concen-
tration (N) is constant over time. We adopt the linguistically
simple convention of referring to an actin molecule contain-
ing bound nucleotide in a given hydrolysis state as the mol-
ecule itself being in that state. For example, we refer to a
subunit that contains a nucleotide in the ADP hydrolysis state
as an “ADP subunit.” We also adopt the notation standard to
the field where polymerized (filamentous) actin is denoted F
while monomeric (globular) actin is denoted G. The rate
equations governing the change in concentration of actin in
various states of hydrolysis and polymerization are then the
following:

dG" .

dr kot T" + knexG” = kouG™N, (1)
% = KT + kBT = KD.GPN — koGP, (2)
dd_IZT = konG'N = ko T" = KnyaF" 3)
d%tPi = knyaF”" = ket T"1 = kppoo ™, “)
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TABLE 1. Parameter values used in the computation.

Symbol Rate constant Value Ref.
K ATP monomer association ~ 11.6 uM~!s7!  [10]
K2 ADP monomer association 29 uM™tst o [24]
Kl ATP subunit dissociation 14 s7! [10]
kofe ADP+P; subunit dissociation 14 s7! [18]
KB ADP subunit dissociation 54 57! [24]
Knya Hydrolysis 0.30 s7! [21]
Kphos Phosphate release 0.002 57! [25]
Kpex Nucleotide exchange 0.01 s7! [26]
D
% = ko \GPN + ko F7i = ko TP (5)

We note that in Egs. (1)—(5), the association (kﬁn) and disso-
ciation (kﬁff) rates are for the plus ends only, and the super-
scripts indicate the hydrolysis state. For example, T" repre-
sents the number concentration of filament tips in the h
hydrolysis state. We have also taken G’i=0 in accordance
with the assumption of instantaneous release of inorganic
phosphate from free actin monomers [18]. The rates of hy-
drolysis, inorganic phosphate release and nucleotide ex-
change are kpyq, Kphoss and kpey, respectively. All rates and
their default values are summarized in Table I. We observe
from the sum of the derivatives given in the above equations
that the total concentration of actin remains constant (i.e.,
mass is conserved). One should note the dependence of these
equations upon the tip states (7”) of the filaments. This is a
departure from many simple models found in the literature
[5,19-23] where differing hydrolysis states of filament tips
are ignored and all tips are assumed to be in a single hy-
drolysis state.

We now give explicit rate equations governing the change
in tip state as a function of time and the probability 7" that
the subunit immediately preceding the plus end is in a hy-
drolysis state h,

dr’ .
; = kz;nGT(TPi + TD) + (kopt‘»fTPi + k([))ffTD) 7]T - (khydTT
+ k2T (f i+ 7P) + K2 GPTT), (6)
dr” T T T Dy, P; P; PPy T
? = khydT + (koffT + offT )77Pl - kphosT = kofIfT 1(77
o) = TG+ KD,GP), 7
drP P, T 7T . 1P P, D ~DT | 1D ~DP;
dr kpnos T + (kogg T + kofeT") 7 + koy GPT" + ko GPT"

— k5P (" + ) = kE GTTP. (8)

We note that the total concentration of filament tips 77+ 77
+TP=N is conserved as must be the case since the concen-
tration of filaments is assumed constant. It is instructive to
examine one of these tip-state equations term by term. Con-
sider Eq. (6). The left side is simply the rate of change of the
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number concentration of tips (plus ends) in the ATP hydroly-
sis state. The first term on the right describes the “covering”
of ADP+P; and ADP tips by ATP from the monomer pool.
The second term shows how the dissociation of a ADP+P; or
ADP tip will add to the ATP tip count only if the preceding
subunit is itself in the ATP state. The third term accounts for
the loss of ATP tips by hydrolysis to the ADP+P; state, un-
covering of ADP+P; and ADP tips, and covering with ADP
actin from the monomer pool.

The effect of filament-tip-bound nucleotide hydrolysis
state on the extent of polymerization may be readily seen by
considering the steady-state solution of Egs. (1)—(5). From

the summation of Egs. (3)-(5),
dr T AT, 1.D ~D T T _ PP, _ ,D 7D
E = (kOl’lG + kOnG )N - kOffT - kofoT L— kOffT = 0.

9)

At the steady state, the total concentration of monomeric
actin is the critical concentration G,. Equation (9) may be
readily solved for that concentration,
T P; D
T T
T P~ D~
koffﬁ + kofy N + ko
GT GP
kb, T, D" kon )
G +G G'+G

G,=G'+GP= (10)

The filament concentration N must always equal T7+T7i
+TP. Thus, for a given set of rate constants, G,. is determined
by the probability of finding actin in a particular hydrolysis
state. For example, if all of the actin is completely hydro-
lyzed, then GT=0, T"=T"i=0, and T°=N. Thus GC=GD
=kD/k2 ~1.9 uM. Now, consider the effect of finite nucle-
otide exchange—where a small amount of ADP-bound actin
is returned to the ATP state—upon G.. Because ATP-bound
actin polymerizes faster than ADP-bound actin, it is plau-
sible, under various experimental conditions, that each fila-
ment maintains an ATP-bound actin cap [13,27] while the
monomer pool comprises mainly ADP-bound G-actin. In this
case, the probability of finding a tip in the ATP state in-
creases, more heavily weighting the ATP dissociation rate
constant (k”;<k2) in the calculation of G,. From Eq. (10),
it is seen that G, ~kl/k2 =0.48 uM, a fourfold drop in
critical concentration from the pure ADP case. One may now
immediately appreciate the large impact that a relatively
small amount of ATP-bound G-actin can have upon actin
polymerization.

B. Treatment of the preceding subunit states via
a truncation method

Equations (6)—(8) are part of a hierarchy of equations con-
necting tip behavior to hydrolysis states progressively farther
into the filament. The key to truncating this hierarchy is to
express the probability of finding a preceding subunit (7) in
a hydrolysis state / in terms of the 7" themselves. We ran the
stochastic simulation code described in Ref. [9]—which
tracks the hydrolysis state of each subunit—for a range of
experimentally reasonable filament number and actin con-
centrations. Figure 1 shows T"/N (shapes) along with 7"
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FIG. 1. Time courses of T'/N (solid), %" (circles), and %"/ (tri-
angles) obtained via stochastic simulation of 3uM ATP actin poly-
merized from 10 nM ATP pentamers. Here, it is seen that T7/N
achieves only 70% of the steady-state %’ value while 7"i=~30% at
the steady state. (Inset) The time course of 7P closely follows that
of TP/N.

(curves) for a representative case. First, consider the inset
where 7" is seen to closely follow T”/N (squares). This
suggests that we take 7°=TP/N. Next, consider %’ (solid)
which is seen to follow 77/ N (circles) until about 25 s, where
it then drops below 77/N. At long times, the discrepancy is
seen to be about 30%. It is reasonable to guess that 7’ is
below T7/N because the subunits preceding the tips have had
more time to hydrolyze than the tips. This effect of hydroly-
sis over the time required for monomer addition is roughly
measured by 7%i/N. Therefore, one would expect that 7’ is
reduced by a factor of 1-77i/N. In fact, in Fig. 1 it is seen
that at long times T7i/N=0.3 (triangles)—consistent with
the 30% observed reduction in 7.

We thus make the following approximations for the prob-
ability of finding a preceding subunit 7" in a hydrolysis state

h:
77 Tri
7’T= _<1 - _)’

N N (11)

(12)

izt o,

In Fig. 2, we plot the simulated 7’ against (T7/N)(1
—TPi/N). The agreement is very good (within 7%). This
agreement was observed to occur over a range of actin and
seed filament concentrations (data not shown). With these
approximations, our rate equations need not continually keep
track of each individual subunit. Instead, the entire polymer-
ization process may be modeled as depending solely upon
the hydrolysis state of the plus ends. This is much simpler
than the rate equations offered in Ref. [18] where each sub-
unit was tracked via a recursion relation spanning the length
of an entire filament.

(13)

FIG. 2. Values of 7 obtained from Eq. (11) (solid) against those
obtained via stochastic simulation (circles) of 3 uM ATP actin po-
lymerized from 10 nM ATP pentamers.

III. RESULTS

The model we present in this work describes actin poly-
merization from the plus end only. This simplification is ex-
perimentally relevant to “seed” experiments where the pro-
tein spectrin binds the minus end of the filament but allows
plus-end polymerization. For typical actin concentrations and
filament lengths, the minus ends are capped permanently (by
the spectrin) and the filament number remains constant
throughout the entire time course. Assuming that large rapid
variations are more difficult for the rate equations to model
accurately than simpler featureless curves, we used polymer-
ization time courses exhibiting rich dynamics as a stringent
test of our method. Dramatic polymerization overshoots ob-
served in measured polymerization time courses are the di-
rect result of the concentration of ATP actin relative to ADP
actin changing during rapid polymerization [9]. As we were
unable to find experimentally measured time courses using
the high spectrin seed concentrations required to induce such
large overshoots.” We compared the results of our numeri-
cally integrated rate equations to the results of stochastically
simulated polymerization time courses. Because that simula-
tion code has already been shown to accurately model ex-
perimental polymerization data [9], we feel that this com-
parison is useful. For each set of experimental conditions
discussed below, 64 individual polymerization time courses
were simulated within the computationally accessible vol-
ume of 10 um? and those results ensemble averaged. At this
ensemble size, we estimate the standard deviation of the
mean polymerization time course to be less than one-tenth of
one percent and have thus omitted error bars from simulated
time courses. To quantify the difference between a calculated
[F.(r)] and ensemble-averaged simulated time course [F(7)],
we define the fractional error to be

3Such high filament concentrations are generally induced by au-
tocatalytic branching [22], protein-induced filament severing [28],
or sonication [29].
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FIG. 3. Comparison between stochastically simulated data
(circles) and calculated data (curves). (a) The relatively slow poly-
merization of 1.0 uM ATP G-actin from N=1 nM of 1 um ADP
seed filaments is modeled well by both the simple single tip-state
model (dashed) and our multi-tip-state model (solid). (b) Rapid po-
lymerization, where N is increased to 10 nM, is modeled well by
our multi-tip-state model but not by the single-tip-state model.

S FA0)~Fy(0,,F
>V P,

m=1

(14)

where M is the maximum time of polymerization.

A. Comparison to simulated data

We modeled the common experimental practice of adding
existing seed filaments to a known quantity of G-actin. The
results of our first simulated experiment are shown in Fig.
3(a), where 1.0 uM ATP G-actin was polymerized from 1
nM of 1 um-length ADP seed filaments under conditions of
finite nucleotide exchange (k,.,=0.01 s~! [26]). Again fol-
lowing common experimental practice, we subtract a con-
stant from the polymerization time course such that total
polymerization is zero at time zero. With such a low concen-
tration of seeds, polymerization is relatively slow and pro-
ceeds monotonically to the steady state. In this case, both our
multi-tip-state model (solid) and the single tip-state model
(dashed)—in which all tip states are assumed to be ATP—
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FIG. 4. Simulated (shapes) and calculated (curves) subunit hy-
drolysis states for the polymerization time course shown in Fig.
3(b). ATP: solid, triangles; ADP+P;: dashed, circles. ADP: dotted,
squares.

describe the data well and correspond to fractional errors
calculated via Eq. (14) of 0.6% and 1.2%, respectively. The
entire amount of actin present in the system, including seed
filaments, is 1 nM X1 umX370 subunits/um+1 uM
=1.37 uM which is well below the critical concentration of
ADP actin (=1.9 uM). Without finite nucleotide exchange
to maintain the system away from equilibrium, this amount
of actin would completely depolymerize at long times due to
hydrolysis. Figure 3(b) shows the result of polymerization
under the same conditions except that the seed filament con-
centration is increased to 10 nM. Here, the failure of the
single tip-state model (dashed) to model the simulated time
course (circles) is immediately apparent and the fractional
error is unacceptably high (61%). The dramatic overshoot of
the steady-state polymerization is not described by the single
tip-state model. Our rate-equation model (solid), however,
offers excellent qualitative agreement and corresponds to a
low fractional error of only 2.4%.

Figure 4 shows the probability of finding polymerized ac-
tin in a given hydrolysis state obtained via the stochastic
simulation (shapes) against that predicted by our rate equa-
tions (curves) for the same conditions used to generate the
time course shown in Fig. 3(b). The agreement over the en-
tire time course is excellent for all three hydrolysis states. We
computed the fractional error for each quantity and found the
root-mean square of those fractional errors to be only 2.4%.

In Fig. 5, we compare T"/N predicted by our rate equa-
tions (curves) against those predicted by the stochastic simu-
lation (shapes) for the conditions used in Fig. 3(b). The
qualitative agreement over the entire time course is reason-
ably good. The agreement at steady state—where the values
G" and GP are to be calculated—is excellent. The number of
tips in a given hydrolysis state predicted by our rate equa-
tions agrees with those of the stochastic simulations with a
combined root-mean-squared fractional error of 11% over
the entire time course but only 4.2% in the steady-state val-
ues.

Using the stochastic stimulation code, we modeled poly-
merization from 1 wm ADP-bound seed filament experi-
ments over a range of seed (1-10 nM) and growth actin
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FIG. 5. Simulated (shapes) and calculated (curves) plus-end hy-
drolysis states for the polymerization time course shown in Fig.
3(b). ATP: solid, circles; ADP+P;: dashed, triangles. ADP: dotted,
squares.

concentrations (1-10 uM) that are experimentally acces-
sible. We compared the time courses to those predicted by
our rate equations and computed the fractional error. The
result is shown in Fig. 6 where it is seen that there is very
little discrepancy across a large range of conditions. The er-
ror, however, increases for lower concentrations of G-actin.
These errors can become significant when filaments com-
pletely depolymerize, as is the case when low concentrations
of actin are polymerized from very short seed filaments. This
is discussed in Sec. IV B, “Limitations of the Model.”

B. Inclusion of plus-end capping

Plus-end capping of existing filaments by proteins such as
CapZ is crucial to the currently-accepted Dendritic nucle-
ation model of actin polymerization against a cellular mem-
brane [20,30]. We thus extend our rate equations to include
plus-end capping as follows. We assume that filaments can
convert from any of the uncapped tip states (77, T"i, or TP)
to a capped tip state, denoted 7%, at constant rate keqp- Since
the rate of plus-end uncapping (ky,.=4X 107 s7! [22]) is

FIG. 6. The fractional error between the polymerization time
course obtained via stochastic simulation and that predicted by our
rate equations is below 3.0% across a broad range of experimentally
accessible conditions.

PHYSICAL REVIEW E 79, 031914 (2009)

Es-o T T T
2
c
240
©
..‘=: _10
@ LI |
g 3.0 ﬁ 0.8 i
8 Y06
c £oel
E 2.0 So2f A
o S -
S 20 60 120 180 240
° 1.0 Time (s) -
£
>
n? 0.0d 2 2 2
-0 60 120 180 240
Time (s)

FIG. 7. Stochastically simulated polymerization time course
(circles) of 5 uM actin from 5 nM of 1 um ADP seed filaments in
the presence of capping protein (k.,,=0.016 s~') compared to same
as predicted by our rate equations (solid). (Inset) The percentage of
capped filaments obtained via stochastic simulation (circles) com-
pared to those predicted by our rate equations (solid).

much less than the rate of inorganic phosphate release
(kphos=0.002 s7!), we assume that tips convert from the
capped state to the uncapped state as ADP tips, exclusively.
To Egs. (6)-(8) we thus add the following terms, respec-
tively:

—keapT" (15)
— keapT", (16)
KuneT” = keapT". (17)

We also include a equation accounting for the number of
capped tips,

dTZ T P D A
;zkcaP(T + T+ T7) = kyp T (18)

and again note that the total number of tips in all states is
conserved. Using the stochastic simulation code described in
Ref. [9] we simulated polymerization of 5 uM actin from 5
nM of 1 um ADP-actin seed filaments under conditions of
finite nucleotide exchange, constant k,,=0.016 s7!, and
constant ky,.=4 X 107* s7!. This k,, corresponds to a realis-
tic reservoir capping-protein concentration of 2 nM assuming
a capper-filament association rate of 8.0 uM™' s™! [22]. Fig-
ure 7 shows the agreement (within 0.9%) between the simu-
lated time course (circles) and that predicted by our rate
equations (solid) while the inset shows the percentage of
capped filaments predicted by the simulation (circles) and
the rate equations (solid). The excellent agreement between
the simulated and calculated percentage of capped plus ends
persists with increasing k., We varied k., from 0 to
0.08 s7!in steps of 0.004 s~! while holding all other condi-
tions the same as those used the time course shown in Fig. 7.
This range corresponds to capping concentrations of 0-10
nM varied in 0.5 nM increments. The average fractional er-
ror between the simulated and calculated polymerization
time courses is only 0.9% *0.5%. As discussed below, this
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agreement renders our method useful for discerning the net
capping rate from experimental data.

IV. DISCUSSION
A. Implications of nonequilibrium polymerization

We have seen how rapid nonequilibrium polymerization
can exhibit dramatic phenomena such as overshoots [Fig.
3(b)] while slower nonequilibrium polymerization exhibits
the monotonic growth [Fig. 3(a)] seen in Refs. [1,3,6,14-16].
As discussed in Sec. I, monotonic growth can also be asso-
ciated with the elongation of an equilibrium polymer. Be-
cause this work and Ref. [9] are the first to consider some of
these nonequilibrium phenomena in the context of actin po-
lymerization, we take this opportunity to discuss them in
greater detail. The difference between slow and rapid ATP-
bound actin polymerization processes is analogous to the dif-
ference between slow (quasistatic) and rapid adiabatic-
compression processes of an ideal gas. In both systems, the
ratio of the rate of dissipation to the rate of the process is an
important parameter. If, after rapid compression of the gas,
we relax the adiabatic presumption—that is, we give the gas
a means of dissipating the additional heat energy due to rapid
compression—the gas is free to return to a lower-energy state
nearer to that of the quasistatic compression case. In the case
of rapid actin polymerization, free energy is stored within
ATP-bound subunits. That energy is then dissipated via hy-
drolysis and subsequent phosphate release. In each example,
the result is that a transient higher-energy state gives way to
a steady lower-energy state. This is seen in the polymeriza-
tion time course shown in Fig. 3(b) as an overshoot preced-
ing the final state.

In this context, the effect of the rate of nucleotide ex-
change (k,.,) is clear. Nucleotide exchange serves to undo
the dissipation via hydrolysis of free energy stored within
filaments. As k.., — %, the lower-energy state of having at
least some ADP-bound subunits at the plus ends is never
achieved, and no overshoot will occur as the previously tran-
sient high-energy ATP state is maintained by the rapid nucle-
otide exchange. In real cells, the protein profilin binds actin
monomers and enables increased nucleotide exchange [1].
This enhancement of k., has been measured (in vitro) to be
approximately 100-fold [26]. As the expression and binding
of profilin can be regulated in vivo [30], the cell has a mecha-
nism of tuning k... Therefore, one may expect to observe in
vivo polymerization exhibiting both monotonic and over-
shoot behavior even though both cases would be examples of
nonequilibrium polymerization.

B. Limitations of the model

The initial conditions of many seed experiments reported
in the literature are unclear as to the amount of seed actin
used, the length of the seed filaments, and the extent of fluo-
rescent labeling of seed actin. Knowing the concentration of
unlabeled seed actin is particularly important as only the
labeled actin is detected by the fluorometer even though the
system polymerizes as dictated by both the labeled and un-
labeled actin. Our rate equations do not distinguish between
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FIG. 8. Time courses of 1.0 uM ATP actin polymerized from
10.0 nM ADP seed pentamers. The non-negligible repolymerization
which can occur at long times as predicted via stochastic simulation
(circles) is not predicted (solid) by our rate equations when many
filaments completely depolymerize.

labeled and unlabeled actin. Therefore, while our method
accurately predicts total polymerization time courses, it can-
not predict measured time courses unless the initial seed ac-
tin is labeled at the same percentage as the additional growth
actin. This was seen to be the case in Ref. [9] where the
measured fluorescence intensity of actin polymerized from
unlabeled seed filaments [21] was accurately modeled via
stochastic simulation only when labeled and unlabeled actin
were treated separately.

Unlike the stochastic simulation code employed here and
described in Ref. [9], our rate-equation method does not
model the complete depolymerization of filaments. In the
case of relatively long (~1 wm) seed filaments, the length
distribution is very narrow. Therefore, no filaments are short
enough to completely depolymerize and our rate-equation
method is accurate. In the case of modeling the elongation of
the seed filaments themselves from small actin nuclei, the
distribution of lengths is broad and there are a significant
number of filaments that are only several subunits in length.
These oligomers can completely and spontaneously depoly-
merize. This has at least one significant effect upon polymer-
ization. At long times, most of the free monomers in solution
are in the ADP hydrolysis state. With fewer filaments, these
monomers have less probability of polymerizing during a
given time period and therefore an increased probability of
undergoing nucleotide exchange. After sufficient time, there
is an increase in the amount of ATP-bound actin which both
polymerizes much faster and depolymerizes slower than
ADP-bound actin. Therefore, the response to having fewer
filaments can be an increase in the polymerized fraction.
Such a “repolymerization” has been observed experimentally
[31]. The repolymerization is observed to occur long after
the polymerized fraction has achieved an apparent steady
state [Fig. 8(b)]. Thus, while all derivatives in our rate equa-
tions have become zero, this non-negligible polymerization
at long times due to random complete filament depolymer-
ization is not accurately described. We therefore note that the
method described in this work is unreliable in the specific
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case where filaments have a high probability of complete
depolymerization. As the use of long seed filaments is regu-
larly reported in the literature, we feel that complete depoly-
merization is not a severe constraint to the usefulness our
model.

C. Applications of the model
1. Extraction of key parameters from experimental data

Many polymerization time courses are assayed via the
pyrene fluorophore which increases intensity upon polymer-
ization [6]. It has been shown that the intensity of pyrene is
sensitive to the hydrolysis state of the bound nucleotiden
[9,13]. The pyrene intensity /,,(¢) may be obtained from our
rate equations by using the intensity coefficients derived in
Ref. [9] to correctly weight the contributions of each F-actin
hydrolysis state to the total intensity time course via

1,(1) = aF" (1) + BFFi(t) + yF (1), (19)

where the pyrene intensity coefficient unit vector {«, 3, )
=(0.37,0.55,075). The measured and calculated intensities
may each be divided by the respective maximum value and
the normalized time courses compared directly.

Accurate estimation of the concentration of free plus ends
from measured polymerization time courses is important to
researchers studying the effects of actin binding proteins
upon actin polymerization. As shown in Ref. [9], however,
ignoring the sensitivity of pyrene intensity upon hydrolysis
state leads to errors of near 50% in estimates of the plus-end
concentration. At known quantities of growth actin, and
known labeling percentage of both seed and growth actin, a
polymerization time course is experimentally measured. Our
model may be then be employed to generate pyrene intensity
time courses as described above using the concentration of
filaments as a free parameter. The concentration of filaments
that minimizes the fractional error [Eq. (14)] between the
calculated and measured intensities is the best estimate.

Numerous in vitro experiments reported in the literature
attempt to discern the effects of various capping-protein mu-
tations upon the binding of capping protein to actin filaments
[32,33]. It is thus important to be able to derive the net
plus-end capping rate from experimentally measured actin
polymerization time courses. This may be done using our
model in a two-step fashion. First, because the precise con-
centration of free plus ends in a batch of spectrin actin seed
filaments is generally not known at the time they are em-
ployed as polymerization seeds, that concentration may be
found by the method described above. The second step is
then to vary k,, until the fractional error between the pre-
dicted and measured time courses is minimized. Thus, our
equations enable researchers studying the effects of capping
proteins a reliable means of discerning both the initial num-
ber of free plus ends as well as the plus-end capping rate
from actin polymerization data.

2. Whole-cell models

Our model could be incorporated into whole-cell model-
ing methods such as those described in Refs. [34-37], by
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simply including the eight spatially varying variables em-
ployed in Egs. (1)—(8) as well as the additional terms found
in 15-17 that describe the effects of capping. Additional
terms would need to be added to describe variations in the
number concentration of filaments. The additional effects de-
scribed by our model should have a significant impact on the
results. For example, the overshoot behavior seen in Fig.
3(b) and detailed in Ref. [9] results from rapid nonequilib-
rium actin polymerization. Within the whole-cell models re-
ported in the literature, such behavior would be due only to
direct pulsing of an external stimulus which immediately
creates plus ends from which polymerization can occur, but
not as a dynamical feature intrinsic to actin polymerization
itself. In other words, our model includes the dynamic re-
sponse that occurs downstream of a stimulus after filaments
ends have already been created. Thus, employing our model
can open another avenue of dynamic response to external
stimuli.

V. CONCLUSION

The major finding of this work is that the nucleotide hy-
drolysis states of actin filament tips are accurately described
by a truncation approximation, which relates the average
nucleotide hydrolysis states of penultimate subunits to those
of tip subunits. This observation allows the development of a
straightforward rate-equation model of nonequilibrium actin
polymerization that accurately describes dramatic features of
entire polymerization time courses. Previous models of actin
polymerization time courses that ignore differing nucleotide
hydrolysis states do not accurately model observed polymer-
ization phenomena. Other models that do account for these
differences, such as our stochastic simulation technique [9]
or the Green’s Function model of Bindschadler et al. [18],
must parse the entire set of polymerized subunits. Thus, our
probability-based approach—which describes the differing
nucleotide hydrolysis states of the entire actin system solely
in terms of the filament-tip states—opens an avenue for un-
derstanding the fundamental properties of bulk actin poly-
merization. Additionally, since our truncation technique sig-
nificantly reduces computational complexity over preceding
attempts at such modeling, our rate equations can easily be
implemented in standard kinetic packages such as Berkeley
Madonna. This increases the accessibility of essential
quantities—such as the relative concentrations of actin mol-
ecules binding nucleotide in time-varying hydrolysis
states—to nonspecialists studying the effects of actin binding
proteins upon actin polymerization. As detailed above, this
increased accessibility has the twofold effect of extending
the set of experimentally measured data that can be readily
modeled as well as enabling the incorporation of more real-
istic actin polymerization into whole-cell motility models.

Our rate equations could be trivially extended to include
minus-end (de)polymerization and finite (as opposed to res-
ervoir) quantities of capping protein. An important further
extension would be the inclusion of autocatalytic branching
[20,22,38], which has been reported in many experiments.
Incorporating this effect will require a method for treating
the complete depolymerization of filaments. One means of
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accomplishing this may be the imposition of a length distri-
bution upon the filaments. For example, if it could be inde-
pendently shown that the distribution of lengths in an auto-
catalytically branched filament network is exponential, then
that would enable us to predict the probability that filamen-
tous actin should be returned to the monomeric actin pool.
As a first attempt, the distribution of hydrolysis states of the
returned actin may be assumed equal to the overall distribu-
tion of the nucleotide hydrolysis states at any given time. As
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our rate equations also reveal the probability of finding a
filament tip in a given hydrolysis state, the tip states may
also be adjusted accordingly.
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