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A force field formulator for organic molecules �FF-FOM� was developed to assign bond, angle, and dihedral
parameters to arbitrary organic molecules in a unified manner including proteins and nucleic acids. With the
unified force field parametrization we performed massively parallel computations of absolute binding free
energies for pharmaceutical target proteins and ligands. Compared with the previous calculation with the
ff99 force field in the Amber simulation package �Amber99� and the ligand charges produced by the Austin
Model 1 bond charge correction �AM1-BCC�, the unified parametrization gave better absolute binding energies
for the FK506 binding protein �FKBP� and ligand system. Our method is based on extensive work measure-
ment between thermodynamic states to calculate the free energy difference and it is also the same as the
traditional free energy perturbation. There are important requirements for accurate calculations. The first is a
well-equilibrated bound structure including the conformational change of the protein induced by the binding of
the ligand. The second requirement is the convergence of the work distribution with a sufficient number of
trajectories and dense spacing of the coupling constant between the ligand and the rest of the system. Finally,
the most important requirement is the force field parametrization.
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I. INTRODUCTION

The free energies of a molecular system describe its ten-
dencies to associate and react, so they are desirable target
quantities for the molecular computation. There have been
various studies on the computation of free energies using
rigorous statistical mechanical based simulations. Virtually
all of the computations using explicit representation of water
have taken advantage of the thermodynamic cycle to com-
pute relative free energies between ligands or between mu-
tant proteins. Free energy perturbation �FEP� and thermody-
namic integration �TI� have been used to obtain the free
energy difference between molecules ���G� by the “muta-
tions” of small fragments �1�. Molecular mechanics Poisson
Boltzmann surface area �MM-PBSA� has been used to obtain
absolute binding energies ��G� of large biomolecules and
ligands �2�. MM-PBSA employs normal mode analysis to
calculate the entropy from some snapshots of molecular dy-
namics simulations, but the value strongly depends on the
snapshot. These methods were developed within the frame-
work of the thermal equilibrium approach.

Jarzynski proved the nonequilibrium equality that the ex-
ponential average of nonequilibrium measurement of the
work could yield the free energy difference between two
thermodynamic states �3�. This was shown as a particular
example of a more general nonequilibrium identity �4�. The
Jarzynski identity was used to calculate free energies by “fast
growth” nonequilibrium exponential work averaging �5,6�,
while the traditional “slow growth” performed reversible
quasistatic switching of states. However, the results of expo-
nential averaging strongly depend on the behavior at the tails
of the distribution of work values, so it is difficult to derive
the accurate free energy by exponential averaging. Shirts et

al. demonstrated that the Bennett acceptance ratio method
�BAR� can be interpreted in terms of the maximum likeli-
hood estimate of the free energy difference given a set of
nonequilibrium work values in the forward and reverse di-
rections �7,8�. BAR yields lower variance for equal simula-
tion time than exponential averaging or TI for many molecu-
lar simulations �9�.

FKBP �FK506 binding protein� is best known as the target
of the widely used immunosuppressive drug FK506 and is
107 residues long. The experimental binding affinities of the
FKBP ligands were determined directly by the inhibition
constant �Ki� of rotamase activity all in the same manner
�10�, making it a good test system for binding affinities.
Pande’s group calculated the binding energy of this system
using the Folding@Home distributed computing �11�. Fuji-
tani et al. also performed the same calculations on the Fujitsu
BioServer massively parallel machine, using different force
field parameters and different calculation procedures, which
performed long thermal equilibration before the massively
parallel free energy calculations �12�. This was named MP-
CAFEE �massively parallel computation of absolute binding
free energy with well-equilibrated states�.

Fujitani et al. obtained binding free energies with root-
mean-square deviation from a linear fit of only 0.4 kcal /mol
and maximum deviation from the fit of 0.6 kcal /mol. How-
ever, the fitting line was shifted by 3.2 kcal /mol from the
experimental values �12�. In order to explore the reason for
this shift, Jayachandran et al. developed a new sampling
method of parallelized-over-parts computation �POP�, which
used docking simulation and molecular dynamics �13�. Also
there were other studies on it �14,15�. In this paper we ex-
plore the reason by applying different force field parametri-
zation not only for the ligands but also the protein under the
MP-CAFEE scheme. Developing our own tool for assigning
force field parameters, we performed more comprehensive
calculations for the binding energies of the FKBP ligand
complexes.*fjtani@labs.fujitsu.com
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II. FORCE FIELD

A. Amber model

In the 1990s, Kollman’s group developed a second gen-
eration of the assisted model building with energy refinement
�Amber� force field for the simulation of proteins, nucleic
acids, and organic molecules in condensed phases �16�. In
addition to improvements in the parameters, they tried to
explicitly describe the algorithm by which the parameters
were derived, so that consistent extensions could be made to
molecules other than proteins. In the Amber force field, the
total energy of the system is given by

Etotal = �
bonds

Kr�rij − req�2 + �
angles

K���ijk − �eq�2

+ �
dihedrals

�
n

Vn

2
�1 + cos�n�ijkl − ���

+ �
i�j
�4�ij���ij

rij
	12

− ��ij

rij
	6
 +

qiqj

rij
� . �1�

Here, req and �eq are equilibration structural parameters; Kr,
K�, and Vn are force constants; n is multiplicity and � is the
phase angle for the torsional angle parameters. The �ij and
�ij are van der Waals parameters and the partial charge qi is
assigned using the restrained electrostatic potential fit
�RESP� model �17�. This “minimalist” representation of
bond and angle energies is adequate for modeling most sys-
tems in the absence of mechanical strain like proteins in a
thermal equilibrium. The goal of the force field is to accu-
rately model conformational energies and intermolecular in-

teractions involving proteins, nucleic acids, and other mol-
ecules with related functional groups which are of interest in
organic and biological chemistry. In 2004, almost a decade
later, Wang et al. developed a general Amber force field
�GAFF� which provides parameters for most organic and
pharmaceutical molecules composed of H, C, N, O, S, P, and
halogens �18�. GAFF was designed to be consistent with
traditional Amber force fields for proteins and nucleic acids.

Table I compares some bond and angle parameters of the
same atom types between the ff99 force field in the Amber
simulation package �Amber99� and GAFF. CT and c3 repre-
sent sp3 carbon. CM, cc and cd represent sp2 carbon in non-
pure aromatic systems. There are significant differences in
the bond force constant Kr. Amber99 assigns different bond
parameters to carbonyl CO �C-O� and carboxylate COO−

�C-O2�, but GAFF uses the same parameters. While GAFF
assigns different angle parameters according to atom types,
Amber99 uses the same parameters. GAFF parameters were
much improved after the experience of the Amber99 force
field parametrization. However, when we use Amber99 for a
protein and GAFF for a ligand, the bond and angle param-
eters of the same atom types differ between the protein and
ligand. We suspect this might introduce some errors into the
molecular dynamics simulation, because the dynamics differ
in the same bonds between the protein and ligand.

B. FF-FOM

The development of force field parameters is only part of
the story. To correctly handle any molecule in molecular me-
chanics, one needs to automatically assign atom types and
bond types, and then generate proper topologies that encode

TABLE I. Bond and angle force field parameters of Amber99 and GAFF. Kr is in kcal / �mol Å2�, req is in
Å, K� is in kcal / �mol radian2�, and �eq is in degrees.

Amber99 GAFF

Bond Kr req Bond Kr req

C-C 310.0 1.525 c-c 290.1 1.550

CT-CT 310.0 1.526 c3-c3 303.1 1.535

C-CT 317.0 1.522 c-c3 328.3 1.508

C-CM 410.0 1.444 c-cc 377.4 1.462

CM-CM 549.0 1.350 cc-cd 504.0 1.371

C-N 490.0 1.335 c-n 478.2 1.345

C-O 570.0 1.229 c-o 648.0 1.214

C-O2 656.0 1.250 c-o 648.0 1.214

Angle K� �eq Angle K� �eq

C-CT-H1 50.0 109.50 c-c3-h1 47.6 107.66

C-CT-HC 50.0 109.50 c-c3-hc 47.2 109.68

CA-CT-HC 50.0 109.50 ca-c3-hc 47.0 110.15

CC-CT-HC 50.0 109.50 cc-c3-hc 47.2 110.86

CT-CT-HC 50.0 109.50 c3-c3-hc 46.4 110.05

CT-CT-OH 50.0 109.50 c3-c3-oh 67.7 109.43

CT-CT-OS 50.0 109.50 c3-c3-os 67.8 108.42
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force field parameters for arbitrary organic molecules and
their biological complexes. In order to assign the force field
parameters to arbitrary organic molecules in a unified man-
ner including proteins and nucleic acids, we developed our
own force field assignment program named FF-FOM �force
field formulator for organic molecules�.

In order to identify the atom types and bond types of a
target molecule, we first perform an empirical molecular or-
bital calculation with Austin Model 1 �AM1� to derive an
optimized structure of the target molecule �19�. With the op-
timized structure FF-FOM first checks atom connectivity in
the molecule using the covalent radius of the atoms and cat-
egorizes each atom into four types: Isolated atom, terminal
atom, atom in a chain, or atom in a ring. Then, atom types
and bond types are identified from the number of bonded
atoms, intrinsic nature of atomic species, presence or absence
of ring structure, net charge of a molecule, bond length, and
so on. The current version of FF-FOM implements the GAFF
model �18� and AM1-BCC �bond charge correction� charge
model �20,21�. Since FF-FOM can incorporate user-defined
parameters, it is easy to include RESP charges, which are
calculated by ab initio molecular orbital programs and RESP
utilities in the Antechamber program suite �22�.

FF-FOM corrects some deficiencies of the present Ante-
chamber implementation. One of them is assignment of tor-
sion parameters between aromatic rings �Fig. 1�. The V2 tor-
sion parameter is 14.5 kcal /mol for X-ca-ca-X dihedral
where ca is an aromatic carbon and X is an arbitrary atom
�16�, but it is 4.0 kcal /mol for X-cp-cp-X dihedral where cp
is a bridge aromatic carbon in biphenyl systems �18�. This
difference comes from intraring torsion or interring torsion.
However, since there is no bridge carbon type for bipyrrole
systems in the current version of GAFF, Antechamber-1.27
assigns the V2 parameter as 16.0 kcal /mol even for inter-ring
X-cd-cd-X dihedral, where cd is an sp2 carbon in nonpure
aromatic systems such as a pyrrole molecule. The value of
16.0 kcal /mol is too large for the inter-ring torsion of bipyr-
role. The value of V2 is 4.0 kcal /mol for X-cp-cp-X dihedral
and it is also 4.0 kcal /mol for X-ce-ce-X dihedral where ce
is an inner sp2 carbon in conjugated chain systems. There-
fore, FF-FOM assigns 4.0 kcal /mol for the inter-ring X-cd-
cd-X dihedral.

In order to determine GAFF parameters for all amino and
nucleic acids in a unified manner, we first performed AM1
calculations for sample proteins and nucleic acids. Using the
optimized structures, we assigned GAFF parameters for all
amino and nucleic acids by FF-FOM. While Amber99 uses
13 atom types of carbon for proteins and nucleic acids, FF-
FOM uses only 6 atom types of carbon �c, c2, c3, ca, cc, cd�

from a total of 17 atom types of carbon in GAFF. The present
version of FF-FOM generates topology files in two formats.
One is for the GROMACS molecular dynamics suite �23–25�
and the other is for the Amber program suite �26�.

If Amber RESP charges are used instead of AM1-BCC
charges for proteins and nucleic acids �27�, GROMACS
utilities can be used to generate topology files for proteins
and nucleic acids instead of FF-FOM. The Amber force
fields were ported to GROMACS by Pande’s group �28�. We
modified their Amber99 files to introduce the GAFF param-
etrization to GROMACS. Thus, GAFF topology files for pro-
teins and nucleic acids can be generated by the GROMACS
subprogram of pdb2gmx �29�.

III. CALCULATION

A. Method

To calculate the binding free energy of a protein-ligand
�PL� system, we perform two free energy calculations: One
is for the solvated protein-ligand complex system and the
other is for the solvated ligand system �30�. Keeping the
native intramolecular interaction within the ligand, we anni-
hilate the intermolecular interactions of the ligand to other
molecules under an isothermal-isobaric condition.

PL�SOL� → P�SOL� + L�GAS�, �Gcomplex, �2�

L�SOL� → L�GAS�, �Gsol, �3�

PL�SOL� → P�SOL� + L�SOL�, �Gbind = �Gcomplex − �Gsol.

�4�

From the two kinds of calculations of Eqs. �2� and �3� we get
the binding free energy �Gbind of Eq. �4�.

The original Jarzynski identity was proved for the Helm-
holtz free energy of a constant NVT ensemble. Park and
Schulten demonstrated that the Jarzynski identity holds for
the Gibbs free energy in an isothermal-isobaric ensemble
�31� and Cuendet derived it directly from the dynamics with
the Nosé-Hoover thermostat �32�.

The interaction strength of the ligand to other molecules
is parametrized by a coupling constant 	 in such a way that
	1=0 means full interaction and 	n=1 means no interaction.
The traditional slow growth FEP performs some amount of
simulation steps at 	i, then its final configuration is used as
an initial configuration in the next simulation at 	i+1. If a
huge number of 	i points were used, it might realize a re-
versible quasistatic process from the initial state at 	1 to the
final state at 	n. If there is a hysteresis between forward and
reverse results, the calculated free energy difference is not
accurate. The reversibility is an important criteria to the free
energy calculation within the framework of the thermal equi-
librium approach.

There is another traditional FEP which does not pass the
final configuration to the next simulation and just performs
independent simulations at each 	i. To calculate the free en-
ergy difference between 	i and 	i+1 states, it takes an expo-
nential average of the potential energy difference,

FIG. 1. �Color online� The V2 torsional parameters assigned by
Antechamber and FF-FOM in kcal/mol.

MASSIVELY PARALLEL COMPUTATION OF ABSOLUTE … PHYSICAL REVIEW E 79, 021914 �2009�

021914-3



�Gi = Gi+1 − Gi = − RT ln�exp�−
Ui+1 − Ui

RT
	


i
, �5�

where R is the gas constant and the average �¯�i is taken in
the trajectory at 	i with the temperature T �1,33�.

Now we consider nonequilibrium work measurement. We
pick up one configuration from the 	i state and measure the
work Wi performed in changing the coupling constant value
from 	i to 	i+1 within a time 
. When the change is fast, the
final 	i+1 state at 
 may be unstable or far from equilibrium.
But it does not matter. The Jarzynski identity requires ther-
mal equilibrium of the initial state but it does not depend on
how fast the work measurement is performed or what the
final state is. In the zero limit of 
, Wi becomes Ui+1−Ui.
Thus, the Jarzynski identify becomes Eq. �5�. We can pick up
many configurations from one equilibrium trajectory at 	i to
perform the work measurement. The Jarzynski identity gave
a new point of view to the traditional FEP equation, which
directly connects the work measurement with the free energy
difference between two thermodynamic states. It tempted ex-
tensive work measurement by many simulations at each 	i.

Before the free energy calculation we performed long
equilibration for the solvated protein-ligand system and the
solvated ligand system. Their final configurations were used
as the initial configuration of all simulations at each 	i,
where we performed 12 simulations with different initial mo-
mentum distribution. We evaluated the free energy difference
between two 	 states by BAR using the work �potential dif-
ference� distribution in both directions.

Many previous works used auxiliary restraints to keep the
ligand in the binding site during the absolute binding energy
calculation. Since the protein-ligand interaction is weak near
the end point �	=1�, the ligand moves out from the binding
site without the restraint. When the ligand moves around the
whole simulation system, it is difficult for the ligand to come
back to the binding site when strengthening the protein-
ligand interaction. A large hysteresis in Gcomplex between for-
ward and reverse results near the end point was attributed to
this irreversible process �34–36�. It was supposed that the
auxiliary restraint made the ligand stay in the binding site
and realized a reversible process so that the hysteresis disap-
peared. However, in a later section we show that the hyster-
esis near the end point does not appear even without any
restraint or approximation and it is related with how to turn
off the van der Waals interaction of the ligand.

Another reason for the auxiliary restraint was mentioned
to give a relation to the standard concentration in experiment
�36�. However, its method is based on the unreasonable en-
ergy shift of RT ln�VC0� to a chemical potential, where V is
the unit cell volume and C0 is the unit concentration in mo-
larity �Eq. �5� in Ref. �35��. Contrary to the reasoning in Ref.
�35� the energy shift term does not come out from the parti-
tion function for the Gibbs free energy. Thus, in reality, it
does not gives any correction to the standard concentration
with or without the restraint.

We calculate �Gbind by Eq. �4�. If there is no interaction
between the protein and ligand, �Gcomplex is the same as
�Gsol, and then �Gbind=0. Equation �4� gives a negative
value for the attractive interaction and a positive value for

the repulsive interaction between the protein and ligand. This
is actually the definition of the absolute binding energy.
Thus, no correction is needed to obtain the theoretical abso-
lute binding energy. But there is a question about how to
derive the experimental absolute binding energy, whose zero
point exactly matches no interaction state between the pro-
tein and ligand.

The Gibbs free energy of a dilute solution is expressed in
different ways depending on the units of concentration,

G = � + RT ln cm = � + RT ln cM , �6�

where cm and cM are a solute concentration in mole fractions
and in molarity, respectively. The standard Gibbs energy � is
related with the standard Gibbs energy � approximately by
�=�+RT ln�1000 cm3
� /M�, where 1000 cm3, M, and �
are one liter, molecular weight, and density of water, respec-
tively. The binding energy �bind in the mole fraction stan-
dard differs from the binding energy �bind in the molarity
standard

�bind = �PL − �P − �L

= �PL − �P − �L − RT ln�1000 cm3 
 �/M�

= �bind − RT ln�1000 cm3 
 �/M� �7�

by RT ln�1000 cm3
� /M�, which is 2.4 kcal /mol at the
room temperature. This difference does not depend on the
solutes of protein and ligand. So it is a shift of the free
energy zero point. In experiments the binding affinity is mea-
sured, for example, by a dissociation constant Kd which has
the units of concentration. When Kd is in molarity, �bind is
given by RT ln Kd. If Kd is in mole fractions, we get �bind.
�bind is closer to the absolute binding energy than �bind, but
as far as we know there is no theoretical or experimental
proof that �bind meets the definition of the absolute binding
energy. It might need a small constant shift to �bind in order
to obtain the experimental absolute binding energy. But more
detailed conditions in experiments have bigger influence on
�bind. Therefore, we directly compare �Gbind with �bind.

B. Molecular dynamics

The methodology was the same as the previous study of
Fujitani et al. �12�. We used the same single precision ver-
sion of GROMACS, which had two kinds of modifications
from the original GROMACS-3.1.4. One was the annihila-
tion of intermolecular interactions while keeping intramo-
lecular interaction �37�. The other was to make some vari-
ables in the linear constraint solver �LINCS� to be double
precision in order to improve energy conservation in
constant-NVE calculations �38�. All molecular dynamics
simulations were performed at 298 K with Nosé-Hoover
temperature control �39,40� with a time constant of 0.3 ps
and at 1.0 atm using Berendsen pressure control �41� with a
time constant of 1.0 ps and a compressibility of 4.5
10−5.
We used the TIP3P water model, LINCS with order 8 to
constrain all bonds, and 2 fs time step �42�.

A neighbor list of 1.1 nm was utilized with an update
frequency of 20 fs and van der Waals interactions were
switched between 0.9 nm and 1.0 nm distances. Particle
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mesh Ewald �PME� with an interpolation order of 4 was used
for long-range Coulomb interactions beyond 1.1 nm. The
Fourier spacing was approximately 0.12 nm. A long-range
correction for the finite cutoff of the Lennard-Jones potential
was taken into account for energy and pressure corrections
�43�.

All simulations were run in a truncated octahedron box.
The solvated ligand system had 360–710 water molecules
and the solvated FKBP-ligand complex system had 4800–
5500 water molecules in the octahedron box. The complex
system had six chlorine ions and two sodium ions to neutral-
ize the charge of FKBP.

In the previous study of Fujitani et al. Amber99 param-
eters were used for the protein of FKBP and GAFF param-
eters for ligands with AM1-BCC charges. In this study we
assigned GAFF parameters to FKBP and ligands in a unified
manner by FF-FOM. Amber RESP charges were used for
FKBP. RESP charges were calculated to ligands using the
RESP utility of Antechamber after HF /6-31G* orbital calcu-
lations with GAUSSIAN98 �44�. As standard Amber calcula-
tions, the 1-4 interactions between hydrogen atoms were in-
cluded.

We investigated 10 FKBP ligands in this study �Fig. 2�,
which is two more ligands �L13 and L14� than the previous
study. In order to compare the results between different force
field parameters, we also performed the calculations for L13
and L14 with the same parametrization as the previous study.
As an initial configuration of the complex system, we used
x-ray crystal structures for L8, L9, L13, and FK506 ligands
protein data bank �Protein Data Bank code: 1fkg, 1fkh, 1fki,
1fkf� �10�. As all ligands have common binding elements, a
pipecolate and an �-keto amide region, we assumed that
bound conformations of the other ligands are similar to the
known four complexes.

C. MP-CAFEE

After the insertion of water and ions around the solute, we
performed energy minimization using the conjugate gradient
method and a molecular dynamics simulation for 200 ps with
the solute positions restrained. We then performed long

equilibration at 298 K with the full interactions between the
ligands and their surroundings, 5 ns for the solvated ligand
system and from 10 ns to 50 ns for the solvated FKBP-
ligand complex system. This long equilibration is important
for the free energy calculation, because we should calculate
the free energy of the stable thermodynamic state, not of
transient, unstable thermodynamic states. The solvated
ligand system easily reaches the equilibrated state with any
initial momentum distribution of 298 K, but the solvated
FKBP-ligand system sometimes suffered unstable dynamics
and so it could not reach the stable bound conformation
within our simulation time. Performing multiple long equili-
bration with different initial momentum distribution, we
carefully checked whether the solvated FKBP-ligand system
reached a stable bound conformation.

With the well equilibrated structure we performed mas-
sively parallel calculation of absolute binding free energy.
Keeping the native intramolecular interaction within the
ligand, the intermolecular interactions between the ligand
and other molecules were annihilated using the soft-core po-
tential �37� as shown by the equation:

U�	C,	LJ� = �
i,j
��1 − 	C�

qiqj

rij

+ 4�1 − 	LJ��ij� 1

��LJ	LJ + �rij/�ij�6�2

−
1

�LJ	LJ + �rij/�ij�6	
 . �8�

We first turned off Coulomb interaction �	C :0→1� and then
van der Waals interaction �	LJ:0→1� with 0.5 for �LJ. The 	
spacing was chosen as the result became the same as that
with closer 	C and 	LJ spacing �45�. Closer 	 spacing is
required to accurately calculate a free energy difference �46�.
We used the 32 	 points: 11 	C �0.0, 0.1, 0.25, 0.4, 0.55,
0.65, 0.725, 0.8, 0.875, 0.95, and 1.0� and 21 	LJ �0.0, 0.1,
0.2, 0.3, 0.4, 0.475, 0.55, 0.6, 0.65, 0.675, 0.7, 0.725, 0.75,
0.775, 0.8, 0.825, 0.85, 0.875, 0.9, 0.95, and 1.0�. For each 	
state we performed 12 molecular dynamics simulations with
different initial momentum distributions. Therefore we per-
formed 32
12=384 molecular dynamics simulations to ob-
tain one free energy.

When turning off the Coulomb interaction, full van der
Waals interaction exists �	C, 	LJ=0.0�. When turning off the
van der Waals interaction, there is no Coulomb interaction
�	C=1.0, 	LJ�. The 384 molecular dynamics simulations are
performed independently, so there is no network communi-
cation between them. At each 100 fs time step we calculate
potential energy differences between neighboring 	 values
�the work measurement�. For example, in the simulation with
	C=0.8, we calculate potential energy differences caused by
0.075 	 difference to the forward direction �	C=0.875� and
to the reverse direction �	C=0.725�.

The massively parallel calculations were performed on
FUJITSU BioServer test machine, which has 1920 FR-V
processors in a rack �47�. Each processor with eight way
VLIW architecture has 256 MB memory and the Linux op-
erating system, allowing us to run independent GROMACS

FIG. 2. Structures of 10 FKBP ligands.
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molecular dynamics simulations. This arrangement is very
suitable for performing the binding free energy calculations
described here.

Table II shows typical simulation and computational times
to calculate a binding energy for a FKBP-ligand system. For
simplicity, the computational times on BioServer were con-
verted to those on the popular CPU of Pentium 4 �3 GHz�.
MD means the simulation time and the multiplicity of 3
means three simulations are performed for the thermal
equilibration. One of the three final configurations is used as
the initial configuration for the massively parallel free energy
calculation with the multiplicity of 384. Since the new ver-
sion of GROMACS scales very well on parallel machines
�48�, all calculations can be parallelized efficiently. By a par-
allel machine with 300 CPUs, for example, a binding energy
can be calculated in 4.5 days.

IV. RESULTS AND DISCUSSIONS

A. Well-equilibrated states

We check the interaction potential energy between the
FKBP and ligand to find a stable binding conformation from
multiple long equilibration of the solvated FKBP-ligand
complex system. Figure 3 shows two cases of the long
equilibration for the solvated FKBP-L2 system. Both cases
started from the same initial configuration but with different
momentum distribution of 298 K. The Coulomb interaction
consists of short- and long-range contributions in the PME
method. The upper line shows short-range Coulomb interac-

tion and the lower line shows van der Waals interaction be-
tween the FKBP and L2.

In the case �a� the system stays at the same energy level
and occasionally shows larger fluctuations in the interaction
energy. The pipecolate of L2 stayed atop of the indole of the
59th tryptophan �Trp-59� at the bottom of the hydrophobic
pocket of FKBP during the 40 ns equilibration. It was a very
stable trajectory. In the case �b� the Coulomb energy goes up
and the van der Waals energy fluctuates, because L2 started
to rotate in the hydrophobic pocket of FKBP. Even at 20 ns
the pipecolate was around the middle of the pocket. It was
still in a transient state. We use a well-equilibrated and stable
conformation as the initial configuration for the massively
parallel free energy calculation. The well-equilibrated state
in the trajectory �a� is suitable for the initial configuration but
the state in the trajectory �b� is not suitable for it.

Figure 4 shows the equilibration for the solvated FKBP-
L14 system. L14 is the second largest ligand in this study
and we did not have its x-ray crystal structure. During the
equilibration the pipecolate of L14 always stayed at the bot-
tom of the hydrophobic pocket and both interaction energies
of short-range Coulomb and van der Waals changed to about
5 kcal /mol lower levels than the starting levels. It was
caused by the conformational change of FKBP induced by
the binding of L14. We must take account of this change to
get an accurate binding energy.

Using a well-equilibrated configuration we performed 12
simulations at each 	 point with different initial momentum
distribution. There were 12 sets of the 32 	 point simula-
tions. We call this set “sample.” Figure 5 shows free energies
of 100 ps versus the massively parallel simulation time for
FKBP and L9 system. The free energy for a sample was

TABLE II. Typical simulation time �ns�, CPU times �hours�, and multiplicity of the simulation to calculate
a binding free energy of a FKBP-ligand complex. The CPU time was measured by Pentium 4 �3 GHz�.

System

Equilibration Free energy calculation

Total
CPUMD CPU Multiplicity MD CPU Multiplicity

Solvated ligand 5 ns 15 h 1 1 ns 3 h 384 1167 h �49 days�
Solvated complex 20 ns 600 h 3 2.5 ns 75 h 384 30600 h �1275 days�

FIG. 3. �Color online� Potential energies versus simulation time
for the solvated FKBP-L2 complex system. The upper line shows
short-range Coulomb interaction and the lower line shows van der
Waals interaction between FKBP and L2 ligand. Both cases of �a�
and �b� started from the same initial configuration but with different
momentum distribution of 298 K.

FIG. 4. �Color online� Potential energies versus simulation time
for the solvated FKBP-L14 complex system. The upper line shows
short-range Coulomb interaction and the lower line shows van der
Waals interaction between FKBP and L14 ligand.
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calculated by BAR from its 100 ps work distribution. The
circle shows the average of the 12 sample values and the
error bar shows minimum and maximum values in the 12
samples. The upper figure �a� shows the free energy of the
solvated L9 system and the lower figure �b� shows the free
energy of the solvated FKBP-L9 complex system.

The 100 ps free energy largely changes at the beginning,
because the well-equilibrated configuration with full interac-
tion of the ligand to other molecules was used for all 	
starting states of the massively parallel free energy calcula-
tion. Each state should go to equilibrium in accordance with
the interaction strength of its 	 value. To calculate the free
energies of �Gsol and �Gcomplex in Eq. �4� we use the work
distribution in the equilibrated region in the massively paral-
lel calculation. In the case of the FKBP and L9 system �Fig.
5� we used the region from 200 ps to 1000 ps in �a� for
�Gsol and the region from 1000 ps to 15000 ps in �b� for
�Gcomplex. Since the time to reach the equilibrium region
depends on the system, we should carefully check the free
energy profile like Fig. 5 in each case.

B. Work distribution

Figure 6 shows an example of work distribution between
two 	 points �	LJ=0.775 and 	LJ=0.8 with 	C=1� for the
solvated FKBP-L2 complex system. It was obtained from the
equilibrated region from 2000 ps to 2500 ps of the mas-
sively parallel calculation. The forward direction means to
weaken the intermolecular interaction of the ligand to other
molecules and the reverse direction means to strengthen it.
Since we measured the work at each 0.1 ps time step, there
were 5000 measured works by a trajectory and 60 000 works
in total by the 12 trajectories. The measured works were
counted by 0.1 kcal /mol spacing in Fig. 6 and the smaller
histograms are the work distribution obtained from one of
the 12 trajectories.

The free energy difference between the 	 points can be
calculated by different methods. By the exponential averag-
ing of Eq. �5� we obtained 0.79 kcal /mol from the forward
work distribution, 0.97 kcal /mol from the reverse work dis-
tribution, and 0.87 kcal /mol by BAR from the work distri-
bution in both directions. When we used the work distribu-
tion obtained only from one of the 12 trajectories �the
smaller histograms�, the values were 0.63 kcal /mol,
0.82 kcal /mol, and 0.66 kcal /mol, respectively. One mo-
lecular dynamics trajectory is not enough to get the work
distribution in order to calculate the free energy difference.
We need the total work distribution to accurately calculate
free energy difference.

Each �G between the 	 points is accumulated into a total
�G of the system. Figure 7 shows 	 dependence of the free
energies calculated by exponential averaging of the forward
and reverse work distributions for the FKBP and L2 system.
The discrepancy between the forward and reverse directions
is small and it also appears on the annihilation of the Cou-

FIG. 5. Free energies versus simulation time in massively par-
allel calculation for FKBP and L9 ligand system. The upper figure
�a� shows the free energy of the solvated L9 system, and the lower
figure �b� shows the free energy of the solvated FKBP-L9 complex
system. The free energy was calculated by BAR from 100 ps work
distribution for each sample. The circle represents the average value
among the 12 samples and the error bar indicates their minimum
and maximum values.

FIG. 6. �Color online� The work distribution between 	LJ

=0.775 and 	LJ=0.8 with 	C=1 obtained by the massively parallel
calculation from 2000 ps to 2500 ps for the FKBP-L2 complex sys-
tem. Measured works were counted by 0.1 kcal /mol spacing. The
forward direction means to weaken the intermolecular interaction of
L2 ligand and the reverse direction means to strengthen it. The
larger histograms are the total work distribution of 12 trajectories
and the smaller histograms are the work distribution obtained from
one of the 12 trajectories.
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lomb interaction in the complex system �b�. Since the results
of exponential averaging strongly depend on the behavior at
the tails of the work distribution, it is difficult to get very
accurate free energy by exponential averaging. Thus the dis-
crepancy between the forward and reverse directions re-
mains. To overcome the discrepancy we used BAR to calcu-
late the free energy from the work distribution in both
directions. It gives a line in the middle of the forward and
reverse lines in Fig. 7.

We first annihilate the Coulomb interaction of the ligand
and then van der Waals interaction. During the annihilation
of Coulomb interaction the ligand keeps the van der Waals
interaction to other molecules and almost stays around the
binding site in the solvated complex system. When the van
der Waals interaction becomes weaker, the ligand gets out
from the binding site and moves around in the system. The
whole Coulomb part and the left half of the van der Waals
part in Fig. 7 make a favorable contribution to the solvation
or binding energy and the right half of the van der Waals part
makes an unfavorable contribution. For the 10 FKBP ligands
the total free energies of van der Waals interaction in the
solvated ligand system were positive values like �a� in Fig. 7.

In our calculation the discrepancy between the forward
and reverse directions was small. The �G between 	LJ

=0.95 and 1.0 in the solvated FKBP-L2 complex system was
0.49 kcal /mol from the forward direction and 0.50 kcal /mol
from the reverse direction. Its discrepancy was only
0.01 kcal /mol. If we did not use the soft-core potential and

the auxiliary restraint, we obtained 2.77 kcal /mol from the
forward direction and could not get a finite value from the
reverse direction. Because at 	LJ=1 the ligand penetrates
into other molecules and large work values by the van der
Waals potential of other molecules give an infinite number
by exponential averaging. The auxiliary restraint with some
type of soft-core potential might be a possible method to get
finite values without the hysteresis. But we prefer to use
appropriate soft-core parameters to perform the free energy
calculation without any approximation or restraint.

C. Rotation in the pocket

A bound conformation of the protein-ligand complex sys-
tem is one of the key points for accurate calculation of bind-
ing free energy. Long equilibration yields a correct bound
structure, including relaxation of water molecules and con-
formational change of the protein induced by the binding of
the ligand. For the eight larger FKBP ligands �L5, L8, L6,
L9, L12, L13, L14, FK506� we easily got stable equilibrated
structures, which showed lower interaction energies between
the FKBP and ligand. The pipecolate of the ligands always
stayed at the bottom of the hydrophobic pocket of FKBP.
However, for the small ligands of L2 and L3 the situation
was slightly different. We performed several sets of long
equilibration, changing not only initial momentum distribu-
tion but also initial conformation in the hydrophobic pocket
in order to get the most stable bound structure.

As explained in the preceding section L2 started to rotate
in the hydrophobic pocket even from the lowest interaction
energy levels. Figure 8 shows another interesting trajectory
of the solvated FKBP-L3 complex system. L3 stayed in the
lowest energy state until 30 ns with the pipecolate at the
bottom of the hydrophobic pocket. At 43 ns L3 rotated and
the pipecolate moved up to the top of the pocket as shown in
Fig. 9 which was drawn by the molecular visualization soft-
ware of VMD �49�. It means that the rotation of the small
ligands occurs even from the well-equilibrated state. In other
trajectories the pipecolate rotated from the top to the bottom
in the pocket. These rotations were common to the L2 and
L3 complex systems, but they were never observed in other
complex systems of larger ligands within our simulation
time.

FIG. 7. �Color online� Free energies calculated by exponential
averaging of the work distribution in both directions for the sol-
vated L2 system �a� and the solvated FKBP-L2 complex system �b�.
The symbols show the 32 	 points.

FIG. 8. �Color online� Potential energies versus simulation time
for the solvated FKBP-L3 complex system. The upper line shows
short-range Coulomb interaction and the lower line shows van der
Waals interaction between FKBP and L3 ligand.
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In the previous study by the Amber99 and AM1-BCC
model the conformation with the pipecolate at the top was
more stable than the conformation with the pipecolate at the
bottom for the L2 and L3 complex systems �12�. But in this
study we obtained the most stable conformations of L2 and
L3 complex with the pipecolate at the bottom of the pocket.

We checked whether these conformations had lower ener-
gies than other conformations obtained by a different
method. Jayachandran et al. generated binding poses by the
docking software Surflex �50� and performed POP computa-
tions �13�. We compared potential energies with their higher
score’s bound poses of L2 and L3. Since our force field
parameters were applied to their docking poses, we first per-
formed energy minimization for their poses by the conjugate
gradient method and then calculated the interaction energies
�Fig. 10�. The abscissa means different poses. The number
zero is our bound structures which were used in the free
energy calculation. The docking pose had various conforma-
tions with the pipecolate at the bottom, middle, or top of the
pocket. Among them the number zero had the lowest inter-
action energy. Since we compared the interaction energy be-
tween various conformations of the same ligand in the same
hydrophobic pocket, the entropy contribution to the free en-
ergy should be almost the same. So the number zero should
give the lowest binding free energy among the binding poses
in Fig. 10.

D. Binding energy

Our absolute binding free energies calculated by BAR are
compared with the experimental values obtained from inhi-
bition constants Ki of Holt et al. by RT ln Ki �10�, where R is
the gas constant and T=298. In Fig. 11 the abscissa and
ordinate have the same energy range so the diagonal line
means perfect agreement between calculation and experi-
ment. The triangles show binding energies calculated with
Amber99 for FKBP and AM1-BCC charges for the ligands.
The absolute binding energies of the eight ligands in the
previous study showed good linearity but were shifted by
3.2 kcal /mol on average from experimental values �12�.
New calculated values of L13 and L14 with the same Am-
ber99 and AM1-BCC model deviate from the previous line
of the eight ligands. The rectangles show new calculated
values with the unified force field model of GAFF param-
eters and RESP charges for the FKBP and ligands. They are
closer to the diagonal line than the triangles. Especially, the
eight larger ligands have better agreement within 1 kcal /mol
difference from experimental values.

Table III lists ligand solvation energies �Gsol, complex
free energies �Gcomplex, and binding energies �Gbind for two
force field models. The values in parentheses are root-mean-
square deviation within the 12 samples in the massively par-
allel calculation. As the same GAFF bond parameters and
van der Waals parameters were used for the ligands in the
two models, �Gsol differences between the two models came
only from the difference of the ligand charge model between
AM1-BCC and RESP. �Gcomplex differences depend on not
only the ligand charge model but also the bond parameter
difference of the protein between Amber99 and GAFF. The
unified force field model gave better agreement of �Gbind
with the experimental value �Gexp. Both �Gcomplex and �Gsol
contribute to this improvement, depending on the ligand.

AM1-BCC was designed to yield charge sets of compa-
rable quality to RESP charges �20�. The AM1-BCC �Gsol
shows the same trend as the RESP �Gsol, but the former
shows stronger solvability than the latter for all ligands. The
former values of L13 and L14 are larger than the latter val-
ues by more than 3 kcal /mol. This is why L13 and L14
deviated from the previous line of the eight ligands with the
Amber99 and AM1-BCC model in Fig. 11.

FIG. 9. �Color online� Bound structures of the FKBP-L3 com-
plex in the trajectory of Fig. 8. �a� The lowest energy structure with
the pipecolate at the bottom and �b� rotated structure with the pipe-
colate at the top in the hydrophobic pocket. Trp-59 at the bottom of
the hydrophobic pocket is transparently shown.

FIG. 10. �Color online� Bound conformations versus interaction
energies between the FKBP and L2 or L3 ligand. The upper signs
mean short-range Coulomb interaction energies and the lower signs
mean van der Waals interactions. The number zero is our stable
bound structure obtained by the molecular dynamics equilibration
and others are docked poses obtained by Jayachandran et al. �13�.

FIG. 11. �Color online� Two kinds of calculated absolute bind-
ing free energies versus experimental binding energies obtained
from inhibition constants for the 10 FKBP ligands.
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Figure 12 shows the atomic charges of L14 for the two
charge models. The AM1-BCC model well reproduces the
trend of the RESP model even for L14, which shows the
biggest difference of �Gsol between the two models. Since
the absolute binding free energy calculation needs highly
quantitative accuracy, the present version of the AM1-BCC
model is not sufficiently accurate for the free energy calcu-
lation.

As discussed in the preceding subsection we used the
binding poses of L2 and L3 with the lowest energy among
the examined poses as the starting structure of the massively
parallel calculation of the absolute binding free energy. How-
ever, the binding free energies of L2 and L3 slightly deviated
from the linearity of other larger ligands �Fig. 11�. The cal-
culation showed slightly weaker binding energy than the ex-
periment. We suspect this might be related with the rotation

of L2 and L3 in the FKBP binding pocket, which would
disturb the ligand to diffuse out from the pocket. Then,
slightly stronger inhibition was observed in the experiment.
Of course this conjecture should be verified by other experi-
ment.

V. CONCLUSIONS

The nonequilibrium equality for the free energy difference
between thermodynamic states gives concrete basis and effi-
cient framework for the massively parallel computation of
the absolute binding free energy for biomolecules. Thus, we
can utilize a large number of computer processors.

There are some important requirements for actual calcu-
lations to get accurate absolute binding energies. The first
that we require is a well-equilibrated bound structure includ-
ing the conformational change of the protein induced by the
binding of the ligand. The second requirement is conver-
gence of the work distribution including a sufficient number
of 	 points and trajectories. Finally the force field parametri-
zation is the most important issue.

The GAFF parameters and RESP charges were assigned
to the protein and ligand in a unified manner. In comparison
with the previous model of Amber99 and AM1-BCC the uni-
fied model gave better absolute binding energies. This im-
plies that MP-CAFEE may help to develop the force field
parameters for biomolecules, because one of the major ob-
stacles is the difficulty of justifying the parametrization by
quantitative comparison with experimental data. In our expe-
rience the absolute binding energy is sensitive to the force
field parameter of not only ligands but also proteins and
nucleic acids depending on their binding structure. The im-
proved force field parameters would give better binding en-
ergies.

We think GAFF parametrization was much improved
from Amber99, but the dihedral torsional parameter should

TABLE III. Comparison of calculated free energies for the FKBP and ligands between two kinds of force
field models. The size means number of atoms of each ligand. �Gexp is the experimental value obtained by
RT ln Ki. �Gbind=�Gcomplex−�Gsol, where �Gsol is the free energy calculated in the solvated ligand system
and �Gcomplex is the free energy calculated in the solvated FKBP-ligand complex system. The values in
parentheses are root-mean-square deviation within the 12 samples in the massively parallel calculation. All
values are in kcal/mol. �Gbind versus �Gexp was plotted in Fig. 11.

Ligand Size �Gexp

Amber99+AM1BCC GAFF+RESP

�Gsol �Gcomplex �Gbind �Gsol �Gcomplex �Gbind

L2 46 −7.8 −8.5 −12.8 −4.3 −8.1 �0.1� −13.9 �0.6� −5.8

L3 45 −8.4 −7.6 −12.5 −4.9 −6.9 �0.1� −13.5 �0.6� −6.6

L5 58 −9.5 −8.4 −14.7 −6.3 −7.6 �0.1� −16.4 �0.9� −8.8

L6 70 −10.8 −12.7 −20.9 −8.2 −10.4 �0.4� −21.1 �1.2� −10.7

L8 68 −10.9 −9.3 −16.6 −7.3 −7.5 �0.1� −17.6 �0.7� −10.1

L9 74 −11.1 −7.1 −15.3 −8.2 −6.2 �0.2� −16.8 �0.7� −10.6

L12 64 −10.3 −15.4 −22.5 −7.1 −12.8 �0.1� −22.5 �0.6� −9.7

L13 70 −9.5 −14.6 −19.7 −5.1 −11.6 �0.2� −20.8 �0.7� −9.2

L14 85 −12.3 −16.5 −24.0 −7.5 −12.7 �0.2� −24.6 �1.1� −11.9

FK506 126 −12.8 −26.0 −36.1 −10.1 −24.6 �0.5� −36.7 �0.9� −12.1

FIG. 12. �Color online� Atomic charges of L14 ligand. The rect-
angle shows the AM1-BCC charge and the diamond shows the
RESP charge on each atom.
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be improved. Pérez et al. performed high level ab initio cal-
culations to improve the Amber dihedral parameters in
nucleic acids �51�. They verified their new dihedral param-
eters by performing a very extensive comparison between
molecular dynamics simulations and experimental data.
Their improvement is also applicable to the GAFF param-
etrization, because GAFF has the same related dihedral pa-
rameters as Amber99. In order to prove the real power of the
“minimalist” model of Eq. �1�, much work remains to be
done.

From the comparison of bound structures, we conjectured
that the rotation of L2 and L3 within the hydrophobic pocket
might disturb the ligand to diffuse out. Then, slightly stron-
ger inhibition was observed in the experiment. Our conjec-
ture should be verified by other experiment. Nevertheless, it
is clear that more accurate and more extensive molecular
dynamics simulations will elucidate many hidden phenom-
ena in biochemistry.

The development of computer technology is another as-
pect of the simulation. Without BioServer it would have been
difficult to develop our methodology. Shaw’s group designed

a new special purpose machine to bring millisecond-scale
molecular dynamics simulations within reach for molecular
systems involving tens of thousands of atoms �52�.
Millisecond-scale simulations will clarify the folding process
of pharmaceutical target proteins. With more accurate force
field parametrization advanced computation will open up a
new landscape in biochemistry.
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