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Radiative heating of plastic-tamped aluminum foil by x rays from a foam-buffered hohlraum
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The time dependence of the x-ray absorption of aluminum samples heated with intense radiation sources
from a foam-buffered gold hohlraum has been studied in this work. Hydrodynamic simulations were used to
illustrate the plasma conditions in the plastic-tamped aluminum foils contained in this type of hohlraum.
Experiments were conducted to measure the K-shell x-ray absorption spectra of the aluminum sample. With
densities taken from the hydrodynamic simulations, electron temperatures were then inferred by fitting the
measured absorption spectra with detailed-term-accounting calculations. The inferred temperatures have a
maximum of about 93 eV and were found to agree within 25% with the simulated results at times after 1 ns,
indicating that the use of foam shields, together with a compact cavity, has created a clean and high-
temperature radiation source preferable to opacity measurements.
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I. INTRODUCTION

The x-ray absorption properties of hot dense plasma are
of great interest in high-energy-density physics applications
such as inertial confinement fusion and laboratory astrophys-
ics [1,2]. Currently, most opacity data used in physical ap-
plications are generated using theoretical models. These the-
oretical models for computing opacity are complex and rely
on various approximations [3-5]. In order to test and im-
prove these models, it is necessary to perform laboratory
measurements of x-ray opacities of well-characterized
plasma samples.

Experimental measurements of x-ray opacities of hot
dense plasmas have long been a great challenge to research-
ers in high-energy-density physics, especially at temperature
as high as occur in stellar interiors, since they often need
more energy and the backlight must be bright enough to
overwhelm the sample self-emission. With the development
of high-power pulse machines such as the laser and Z pinch,
great progress has been made in laboratory measurements of
opacity. In high-power laser facilities, a series of opacity
experiments have been carried out [6—16]. In some of these
experiments, high-quality opacity data were obtained, with
the plasma conditions, i.e., the temperature and density of the
sample, being measured simultaneously and independently
[6-13]. The typical sample temperatures achieved in these
laser-based opacity experiments are below 70 eV. On the
most powerful Z pinch facility at Sandia National Labora-
tory, opacity samples have recently been heated up to tem-
peratures above 150 eV [17-19]. However, the density and
temperature of the samples in these Z-pinch-based experi-
ments were not determined independently and relied on hy-
drodynamic simulations, so that this kind of opacity mea-
surement cannot be considered as an exact one. In fact,
almost all the exact opacity measurements have been carried
out in laser facilities, though at relatively low sample tem-
peratures. One of the greatest difficulties that prevents us
from measuring the opacity at high temperature is that a
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smaller hohlraum has to be used to generate a higher radia-
tion temperature when the total laser energy is limited, while
with a smaller hohlraum, it would be more difficult to pre-
vent the stray laser light from irradiating the sample, or the
blow-off plasmas from colliding with the sample plasma.

Recently, with an improved target design, we carried out
experimental measurements of the K-shell absorption spectra
of aluminum plasmas on SG-II laser facilities with a foam-
buffered hohlraum [20], i.e., a hohlraum with foam shields to
isolate the laser-produced gold plasmas and the sample. By
fitting the aluminum transmission with theoretical calcula-
tions from a combination of radiative hydrodynamics simu-
lations and atomic physics code, a maximum temperature of
about 95 eV was found in the aluminum sample. In this pa-
per, we will report in detail on the time-dependent plasma
temperatures in an aluminum sample radiatively heated by
radiation from a foam-buffered hohlraum. We will perform
radiative hydrodynamics calculation to simulate the tempera-
ture evolution in the radiatively heated sample, and we will
also perform experimental measurements of the sample tem-
peratures by fitting the experimental absorption spectra with
detailed-term-accounting calculations, with the delay times
of the backlight varied to sample the temperature at different
times after sample heating starts. We will prove that such a
hohlraum design can indeed be used to obtain high-quality
x-ray absorption spectrum of a high-temperature sample with
a less powerful laser facility. In fact, the main purpose of this
work is more to provide meaningful data to test our target
designs than to obtain quantitative opacity data.

II. EXPERIMENTAL MEASUREMENTS

The sample in an opacity experiment is often placed in the
center of a gold cylindrical hohlraum. When laser beams are
injected into the hohlraum, high-temperature gold plasmas
are produced and blow from the hohlraum wall. These gold
plasmas efficiently convert the laser energy into x-ray radia-
tion and build a high-temperature radiation field in the hohl-
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FIG. 1. Target geometry employed in the experiment and simu-
lation. Note that the diagnostic holes (DHs) on the target are used
for spectral measurement.

raum. The blow-off from the walls may collide with the
sample plasma, and its emission may disturb the opacity
measurement. Furthermore, stray laser light from the laser-
produced plasmas may hit the sample and drive the sample
out of local thermodynamic equilibrium (LTE). In some early
experiments, baffles were suggested to prevent the sample
from being irradiated by the laser light and blow-off plasmas
and were proved a success in opacity measurements. How-
ever, the existence of baffles limits the hohlraum to a rela-
tively large size, thus resulting in a relatively low radiative
temperature in the hohlraum. Instead of using baffles, we use
foam shields to isolate the sample and the laser-irradiated
walls. Shown in Fig. 1 is the target geometry used in the
experiment. By placing two slices of foam plates with appro-
priate areal density between the sample and the laser-
irradiated walls, it is possible to let the x-ray radiation pass
by with lower energy loss and at the same time prevent any
blow-off plasmas and stray laser light from hitting the
sample plasma. The use of foam shields has made it possible
for us to design an opacity target more compact and conse-
quently with higher radiative temperature.

The experimental setup is shown in Fig. 2. Eight main
beams of the SG-II laser, arranged in cones on either side of
a gold cylindrical hohlraum so that each beam forms an
angle of 45° to the hohlraum axis, enter the hohlraum at both
ends through laser entrance holes (LEHs) of 380 um diam-
eter. The beams cross at the center of the holes and are di-
verging so that they produce an elliptical spot on the hohl-
raum wall of about 400X 300 um? size. The laser light is
frequency tripled and has a total energy of 2 kJ and pulse
duration of 1 ns. Two slices of plastic carbon-hydrogen (CH)
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FIG. 2. Experimental setup.

foam of ¢780 wm in diameter and 200 um in thickness were
placed between the sample and the laser-irradiated hohlraum
walls. The density of the foam is about 40 mg/cm? and is
larger than the critical density of CH plasma for a 0.35 um
laser, that is, 32.5 mg/cm?, thus being able to prevent effec-
tively the stray laser light from hitting the aluminum sample.
The temporal behavior of the radiation was monitored by a
soft x-ray spectrometer (SXS) from the laser entrance hole at
an angle of 30° relative to the hohlraum axis. The soft x-ray
spectrometer is a combination of an array of seven channel-
filtered x-ray diodes array coupled to oscillographs and cov-
ers an x-ray energy range of about 50—-1500 eV. The simu-
lated radiation temperature and the radiation temperature
inferred from the SXS data for the six shots are illustrated in
Fig. 3(a). It is found that the measured radiation temperatures
match the simulations quite well. A 40 ug/cm? aluminum
foil is placed in the center of the hohlraum and heated volu-
metrically by x-ray radiation passing through the foam
shields. The aluminum sample is sandwiched between two
150 ug/cm? layers of plastic, which help reduce the axial
density gradients and improve the homogeneity of the heated
sample. The frequency-doubled ninth laser beam, carrying
energy of about 200 J in a 130 ps Gaussian pulse, is focused
by an f/4.5 lens onto a gold disk with an incidence angle of
45° (the size of the focal spot being about 100 wm). The
gold disk is placed at a distance of 2500 wm from the sample
plane and the laser-produced gold plasma provides the nec-
essary short-pulse point-projection backlight for absorption
measurements.

The point-projection-spectroscopy geometry is used to
measure the absorption spectra of the radiatively heated alu-
minum foil, but the backlight, sample emission, and sample
absorption are recorded on separate shots to minimize the
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FIG. 4. Film data of the backlight spectrum, sample self-
emission spectrum, and absorption spectra measured at five delay
times of 0.5, 0.8, 1.0, 1.5, and 2.0 ns.

effects of the finite source size, since the diameter of the
backlight source is relatively large compared to the width of
the sample, which limits the spatial resolution of the measur-
ing system and makes it difficult to measure the backlight,
sample emission, and sample absorption simultaneously in
one shot. The measurement of the absorption spectra is time
resolved, with the temporal resolution of the measurement
determined by the duration of the x-ray backlight source,
which was measured by x-ray streak camera to have a dura-
tion of about 200 ps. By variation of the delay time of the
backlight related to the main heating beams, the absorption
spectra can be sampled at a series of times after sample heat-
ing starts up. Figure 4 shows the spectra obtained on seven
separate shots. The x rays passing through the CH-tamped
aluminum foil, that is, the backlight attenuated by both alu-
minum and CH layers, is measured with a pentaerythritol
(PET) crystal spectrometer on five separate shots with delay
times of 0.5 ns (shot 131), 0.8 ns (shot 135), 1.0 ns (shot
130), 1.5 ns (shot 127), and 2.0 ns (shot 129). These spectra
give the K-shell absorption of the aluminum plasma and il-
lustrate that the absorbers shift from F-like to He-like ions as
the sample heating goes on. The x rays passing through only
the CH layers are measured on another shot and give the
backlight spectrum. The sample emission is also measured
on a separate shot.

The film optical density was measured versus position
using a film scanner that has been rectified to a microdensi-
tometer. The scanned data were converted from optical den-
sity to x-ray exposure by the results of the premeasured re-
sponse properties of the film. Energy calibration was
performed using the K-shell emission line of the aluminum
plasma. The background contributions from the chemical fog
and the x-ray fluorescence were determined from the section
of the film that was not exposed to x rays from the backlight
and the sample, but was exposed to the fluorescence from the
spectrometer. These background signals were then subtracted
from both the absorption signal and the source signal. With
the backgrounds subtracted, the plasma transmission was
then obtained by comparing the direct and attenuated x-ray
signals. Note here that the absorption contributions from the
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CH foil in the separate shots are approximately the same and
can be eliminated in deducing the aluminum transmission.
The sample transmissions were obtained by a procedure
similar to that described in the literature [9], except that the
CH layers were also included in the present treatment. As-
suming that 7! and 7°" are the optical depths of the alumi-
num sample and the CH tamper, the intensity information
recorded on the separate shots can be written respectively as

L) = Io(U)eXP[— TAI(U) - TCH(U)] + IS(U) + Ifog *+ Ifiyorescence
(1)

[v(v) = IO(v)exp[— TCH(U)] + [fog + ]ﬂuorescence’ (2)

I(v) = IS(U) + Ifog + Iyorescences 3)

where I(e)(v) is the sample emission intensity, Iy(v) is the
backlight source intensity, Iy, is the film fog, and Iqgyrescence
is the spectrometer fluorescence. From Egs. (1)-(3), the alu-
minum transmission can be obtained as

1,(v) - 1,(v)

I,(v) - Ifog = Ifuorescence

T(v) = exp[- ™(v)] = )
Note in Eq. (4) that the CH emission is neglected since it has
little contribution to the film intensity in the measured wave-
length range.

The optical thickness 7(v) is usually defined as

L
mv) = f w(,x)p(x)dx, (5)
0

where p(x) is the density and u(v,x) is the opacity at x in the
sample, and L is the sample thickness. For a uniform sample

7(v) = w(v)pL, (6)

it is well known that an optical thin foil expands approxi-
mately one-dimensionally when it is subjected to intense ra-
diation, which means that the sample areal density remains
almost unchanged during the heating process and is deter-
mined uniquely by its initial areal density.

III. HYDRODYNAMIC SIMULATIONS

In this work, hydrodynamics codes were used to simulate
the evolution of the radiatively heated sample in the foam-
buffered hohlraum. The target used in the simulations, as
described in Sec. II, is in fact a cylindrical gold cavity con-
taining two slices of low-density CH foam shields and a
CH-tamped aluminum sample, with the foam shields placed
between the laser-produced plasma and the tamped sample.
The foam shields have just the same role as the baffles in the
target designed by Perry et al. [8,9]. However, the foam
shields have the advantage of using a more compact hohl-
raum and consequently obtaining a higher radiation tempera-
ture in it. As was discussed in [21-23], the relatively low
heat capacity of the low-density foam makes it possible for
radiation to pass through supersonically with less energy
loss. In this work, the thickness and density of the foam are
not the optimum ones. They are chosen so as to facilitate the
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FIG. 5. Comparison between the measured and calculated transmission in radiatively heated aluminum foils. The calculations are shown

as solid lines, while the measurements are shown as dotted lines.

In the calculations, the densities are obtained from hydrodynamic

simulations while the temperatures are deduced from the best fits of the experimental transmission.

machining of the foam, though smaller thickness and lower
density should have been used.

With the measured x-ray source, hydrodynamic simula-
tions have been performed to infer the plasma conditions.
Several codes were used in the simulations. First, a three-
dimensional x-ray Monte Carlo transfer code RT3D was used
to simulate the redistribution of x-ray radiation in the hohl-
raum. Second, the radiation passing through the 200 um CH
foam plate of density 40 mg/cm? was simulated using the
two-dimensional multigroup transport code LARED-R-1.
Third, again the code RT3D is used to simulate the redistribu-
tion of radiation passing through the 200 um CH foam plate
on the sample. The calculated radiation reaching the sample
surface is used as input to the next step. Finally, a one-
dimensional multigroup transport code RDMG is used to
simulate the hydrodynamic expansion of the sample, with the
radiation on the sample calculated using RT3D. Figure 3(b)
shows the evolution of the sample density and temperature at
two points in the sample. The two positions represent, re-
spectively, the edge and the center of the sample, where the
term “edge” means the surface of the Al sample foil. The
plots show that the temperature in the sample rises to a maxi-
mum of 110 eV at 1.0 ns after the laser impinged on the
target and that there are only small temperature gradients in
the sample after that moment. As the sample expands, the
density in the sample falls to about 0.02 g/cm? at 2.0 ns after
sample heating starts, with the density gradients in the
sample decreasing to a level of no more than 25%.

IV. RESULTS AND DISCUSSION

Calculations of aluminum transmission have been carried
out based on the LTE approximation. The aluminum K-shell
absorption spectra that come from bound-bound absorption
due to ls-np, n=3,4,5,6, transitions and from bound-free
absorption were computed from the simulated temperature
and density. In the calculations, the bound-bound absorption
was calculated using the detailed-term-accounting opacity
model code coupled to spectroscopically accurate atomic
data generated by the COWAN code. The calculations include
states from heliumlike through neonlike ionization sequences
and levels with principal quantum number up to n=6 and
orbital quantum number up to /=3. In addition to the ground
and low-lying excitation configurations chosen by Abdallah
[4], some low-lying excitation configurations as 1s22s'2p™*!
were also included. The bound-free contribution was calcu-
lated from the average-atom model and was also added to the
absorption. However, the free-free contribution to the ab-
sorption was neglected since it is a minor contribution to the
total absorption in the measured wavelength range. Thus, the
frequency-dependent absorption coefficients used in the
present work are expressed as

mw=12<

i
where oy;/(v) represents the line absorption cross section
from level [ to level I’ of an ion in the ith ionization degree,

E Nyoyp(v) + E Nila-ill(v)

i l

()
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FIG. 6. (Color online) Measured and simulated temperatures in
the aluminum foil. The calculations are given by the solid and dot-
ted lines. The measured temperatures (circles) are time averaged
over the backlight duration.

and oy (v) is the photoionization cross section from level /.
N, represents the ion density at level /.

It should be noted that in the calculations the densities in
the sample were predicted from the hydrodynamics simula-
tions, while the electron temperatures were varied to obtain
the best fit of the experimental data. Plotted in Fig. 5 are the
measured and calculated transmissions at the moment the
backlight turns on, with the dashed lines representing the
measured and the solid the calculated transmission. By fitting
the experimental absorption spectra with theoretical calcula-
tions, the electron temperatures are obtained and shown in
Fig. 6. The error bars on Fig. 6 represent the combined un-
certainties from both the measurement errors (about 10%)
and the temperature variations in the sample due to density
variations in both space and time, with the temperature un-
certainty related to uncertainty in the density being about
22% at 500 ps, 11% at 800 ps, 7% at 1000 ps, 2% at
1500 ps, and 2% at 2000 ps. In comparison, deviations of
about 25% are observed between the measured temperatures
and the simulations at times after 1 ns, and even greater de-
viations of more than 50% at earlier times, so it is clear that
the temperature variations in the sample due to density varia-
tions are not enough to explain the discrepancies between the
inferred temperatures and the simulated ones. Another pos-
sible source of discrepancies is preheating from the M-band
emission of gold. The Au M-band x rays (~2-4 keV),
which constitute a significant component (~10%) of the
hohlraum radiation source and are able to penetrate the
200 um foam shields and the 1.5 wm CH layer covering the
sample with approximately 80% transmission (2.5 keV), can
preheat the sample efficiently, as has been observed and re-
ported by several researchers [24-26]. In addition, the incor-
rect equation of state and opacity data and the limited set of
configurations included in the theoretical calculations may
also be responsible for the discrepancies between the inferred
temperatures and the calculations. These have long been un-
solved problems related to the simulations of hot dense plas-
mas.
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In order to compare the experimental data with theoretical
calculations that assume LTE, we also want the sample to be
in LTE in an opacity experiment. The LTE condition imposes
a strong constraint on the temperature and density in the
plasma. For an optically thin sample plasma, as is usually
required in an opacity experiment, to keep the plasma in
LTE, the electron density of the sample must be sufficiently
high to ensure that the deexcitation rates by electron-ion col-
lision are far greater than those by radiative decay. From the
simulated evolution of the density and temperature in the
sample plasma shown in Fig. 4, it can be seen that by 2.0 ns
after sample heating the density in the plasma falls to the
order of 1072 g/cm?, which corresponds to an electron den-
sity around 10?!/cm?. The electron density, together with the
temperature of about 100 eV, gives a ratio of radiative to
collisional rates of order 1073, which is low enough to ensure
LTE in the sample.

V. CONCLUSIONS

We have proposed a compact hohlraum for opacity ex-
periments and have carried out hydrodynamic simulations
and experimental measurements of the temperature evolution
in the radiatively heated sample. By point-projection spec-
trometry with a short-pulse backlight, the evolution of elec-
tron temperature in the heated sample was obtained by fitting
the experimental aluminum transmissions with theoretical
calculations, and a maximum temperature of about 93 eV
was found in the aluminum sample. By comparing the ex-
perimental measurements with the simulated results, we find
that the experiments conform to the simulations within 25%
at times after 1 ns and we consider this an overall agreement
between the measured temperatures and the theoretical simu-
lations. The results prove that our proposal for a foam-
buffered compact hohlraum is helpful in creating high tem-
peratures in an opacity sample.

In summary, the compact hohlraum, together with the
foam shields, has made it possible for us to utilize the laser
energy more efficiently and create higher temperature in an
opacity sample. We have not tried to measure the opacity
data quantitatively in this work since our aim is mainly to
test the target designs for opacity measurements at higher
temperature with a relatively low laser energy. More quanti-
tative measurements of the opacity using this type of target
are planned, using a spatially resolved point-projection spec-
trometer with carefully calibrated spectrometer and films.
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