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We explore the problem of the ergodicity of magnetohydrodynamics and Hall magnetohydrodynamics in
three-dimensional, ideal Galerkin systems that are truncated to a finite number of Fourier modes. We show how
single Fourier modes follow the Gibbs ensemble prediction, and how the ergodicity of the phase space is
restored for long-time Galerkin solutions. Running time averages and two-time correlation functions show, at
long times, a convergence towards zero of time averaged single Fourier modes. This suggests a delayed
approach to, rather than a breaking of, ergodicity. Finally, we present some preliminary ideas concerning the

origin of the associated time scales.
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I. INTRODUCTION

Previous studies (see Refs. [1,2], and references therein)
have raised interesting questions concerning the robustness
of the equilibrium ensemble predictions for finite dimen-
sional representation of ideal, conservative models of fluid
and MHD turbulent systems. It has been shown, by using
ideal MHD numerical simulations, that, in some particular
cases, and for approximately 1000 nonlinear times (or “eddy
turnover time,” i.e., energy containing length scale/
characteristic speed), the time averages of single Fourier
modes appear not to follow Gibbs ensemble predictions. This
phenomenon has been called “broken ergodicity.” The es-
sence of the argument offered to explain this is that the struc-
ture of the available phase space is influenced by symmetry
properties of the ideal invariants: some of these are scalars
(energy) and some are pseudoscalars (helicities). These con-
straints divide the total phase space into noncommunicating
(disconnected) parts; however the equilibrium ensemble as-
sumes ergodicity [1,2], meaning that all parts are accessible
to any trajectory. Here we show, by examination of accurate
very long time scale numerical simulation, that for two such
systems, magnetohydrodynamics (MHD) and Hall magneto-
hydrodynamics (HMHD), ergodicity is recovered at long
times.

It transpires that the earlier reported lack of ergodicity is
better described as a perhaps unexpected, and as yet incom-
pletely understood, delay in attaining equivalence of time
and ensemble averaging. The origin of the required long time
scale for attaining ergodicity is presumably connected to the
dynamics of the longest wavelength modes in which a strong
condensation of energy is expected for these systems [3-5].
Below we show by graphical evidence, and by direct com-
putation of running time averages and two-time correlation
functions that the approach to ergodic behavior is attained in
a somewhat unanticipated manner after a delay of thousands
of nonlinear times. In particular the evolution of the longest
wavelength modes involves random hopping between re-
stricted regions of phase space, a phenomenon closely con-
nected with the appearance of long time tails on the two time
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autocorrelation functions. Nevertheless, after adequately
long times of integration, there is no indication of nonergodic
behavior.

The equilibrium Gibbs ensemble model for ideal fluids is
not a realistic model for high Reynolds number dissipative
turbulence. However, it has been frequently employed [3,6,7]
to understand various aspects of the statistical tendencies for
spectral transfer in more realistic flows. For example, if a
particular quantity tends to accumulate at the largest scales in
the Gibbs model, it may signify an inverse cascade in a real
dissipative system.

The accuracy of the Gibbs ensemble approach is based
upon several factors. The first is an appropriate Liouville
theorem [8] in the phase space of real and imaginary parts of
the Fourier coefficients [7]. Second there is the assumption
that the dynamical solutions obey an ergodic property subject
to known constraints. In this, the phase space ensemble av-
erages discussed in the Gibbs theory are taken as equivalent
to time averages, for sufficiently large averaging periods [9].
This principle is frequently associated with the assumption
that the phase point that describes the system state may be
found with equal probability anywhere in the accessible
phase space, the sole qualification being that all points on the
phase trajectory preserve the numerical values of the ideal
invariants that are established by the initial data. If ergodicity
appears to be violated given a particular set of known con-
stants of the motion, it may imply that additional constants of
motion exist but have been overlooked. If ergodicity appears
to be a good approximation, it suggests that additional con-
stants of the motion do not exist, as these might permanently
restrict the phase space, causing the failure of Gibbs en-
semble predictions. However, even with the correct set of
constraints, there is no completely general a priori estimate
for the time scale required for ergodic behavior to be ap-
proximated. However, estimates (known as the classical er-
godic theorem) exist for characterizing the approach to er-
godicity in a limited sense if the two-time correlations are
known to converge rapidly to zero at long times [10].

The equations of incompressible, ideal, constant density
three-dimensional (3D) Hall MHD in usual dimensionless
units are given by [11]
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%=_(V-V)v+(b-V)b—Vp*, (1)

%:(b-V)V—(V-V)b—EV X[(VXb)Xb], (2)

V.v=0, (3)

V-b=0. (4)

The velocity and magnetic field v and b are both written in
Alfvén speed units. The magnetic vector potential a is de-
fined by b=V Xa and V-a=0. The total pressure p* is ob-
tained from the velocity solenoidal equation (3). The param-
eter € is the ratio between the ion skin depth \; and the unit
length scale L. The time unit is the Alfvén time at L. When
€=0 the above model reduces to ordinary resistive, viscous
incompressible MHD.

By considering a 3D Cartesian box with sides of dimen-
sionless length 27, and assuming periodicity, the velocity
field v and the magnetic field b can be written as follows:

vix,))= 2, v(k,)exp(ik - x),
ke{N}

b(x,t)= 2, b(k,t)exp(ik - x), (5)
ke{N}

where N is a set of 3D wave vectors k such that k;, <|k|
< k,.x- Moreover the reality condition must be satisfied:

v(k,1) =v*(=K,1),

b(k,) =b*(-=K,1). (6)

In this paper we will denote as N the number of Fourier
modes (vectors) that belong to N. In a Cartesian representa-
tion N=(2N,,,+1)>. For the cases usually considered, the
relevant (or, isolating) ideal invariants are quadratic in the
Fourier coefficients of velocity field v(k,7) and magnetic
field b(k, ) (note that the time argument ¢ will be suppressed
below).

For example, for three-dimensional incompressible
HMHD in a periodic domain there are three known invari-
ants, all of them quadratic [12,13]. These are the energy per
unit mass

E= ;—V f (VP + [bP)dx )

=2 3 [vGOP + b
ke{N}

= > [E,K) +EK)], (8)

ke{N}

the generalized helicity
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Hg=%/ [V-b+§(w'V)]d3x ©)
_L > (v(k) -b*(k) + v*(k) - b(k)
4N

+ (kX V)] v - [K X V(K] v<k>}>, (10)

and the magnetic helicity

1 3
H,=— | a-bd’
2V

S %{[k X b(k)Jb*(k) - [k X b*(k)]- b(k)}.
dyemn k

(11)

When the Hall parameter e — 0, the HMHD model reverts to
the standard ideal MHD model, and the generalized helicity
invariant H, reduces to the cross helicity Hc=*/ [v-bd’x.

The crucial point is that when all the invariant quantities
are quadratic, the ensemble average for single modes gives
for each Cartesian component j [5]:

(vj(k)) =(b;(k))=0. (12)

However, if large parts of the phase space are inaccessible to
the trajectory, the time average of every Fourier modes may
be nonzero, contradicting Eq. (12). Thus, averaging over the
whole phase space, the Gibbs ensemble may not be expected
to give an accurate picture of the system. This phenomenon
has been called broken ergodicity [1,2]. Here we will com-
ment mainly on the accuracy of Eq. (12); however, we revisit
later the structure and number of invariant quantities.

II. GALERKIN APPROXIMATION

By using Eq. (5), the projection of Egs. (1)—(4) onto a
finite set of Fourier wave vectors is given by the following
set of equations:

M) 5 S (k- b(p)b(e) - [k vp) V@),

ot p+q=k

db(k)
ot

= > (i[k-b(p)Iv(q) - ik - v(p)Ib(q)

p+q=k

—elk - [p X b(p)]b(q) + [k -b(p)][q X b(q)]}).
(13)

The sum is extended on every possible p and q that satisfy
p+q=k, where {k,p,q} e N, taking care of Eq. (6). Ordi-
nary MHD is recovered when €=0. The time scale of interest
is the characteristic nonlinear time (or, in this normalization,
the Alfvén time), 7=L/ U for characteristic energy-containing
length L, and characteristics speed U. For the numerical re-
sults shown below, simulations of Eq. (13) were performed
using a Galerkin spectral method code that very accurately
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TABLE I. Table of HMHD and MHD runs. In all cases E=1.
The MHD runs are the ones with e=0 (H,— H..). For every case we
have chosen Np,,=5. The column “Af” lists the time step of the
Runge-Kutta technique; “RK” indicates the order of the Runge-
Kutta time splitting; the last column indicates the error on global
quantities at r=10000. The error is evaluated as [F(¢)—F(¢
=0)]/F(t=0) (where F=E,H,,H,), and is reported in percent.
Even after many eddy-turnover times, this numerical error, due to
the precision of the Galerkin spectral technique, is very small.

Run H, H,(H,) € At RK error (%)
I 0.17 0.25 1/3 5x10~% 2nd 2.0
I 0.16 501073 1/3 5%x1073 2nd 3.0
n 7.0x107° 0.4 1/3 5%X107° 2nd 0.3
IV  -125x107 4.1x10°% 1/3 5%x1073 2nd 0.85
vV 017 0.25 1/3 2X1073 2nd 0.5
VI 0.16 501073 1/3 2X1073 2nd 0.9
VII 7.0X107° 0.4 1/3 2Xx1073 2nd 0.18
VII -125%1077 41xX10° 1/3 2x103 2nd 025
IX 0.16 0.23 0 2X103 2nd 0.13
X 0155 80X10-3 0 2X1073 2nd  0.043
XI  2.0x1077 0.4 0 2x103 2nd  0.035
XII -12X107° 2.0-6 0 2x103 2nd 0.13
XII 0.16 0.23 0 2x107% 3rd 0015

conserves E, H,,, and H,, apart from round-off and time
integration errors. Typically we employ E=1 and L=1 so the
simulation units are in nonlinear time units. For more details
on the simulations, see Ref. [5].

Based on comparisons of spectral moments computed
from the canonical ensemble, the microcanonical ensemble,
and time averages of low truncations of 2D hydrodynamics
[9], we might expect that the number of modes retained in
our simulations (Ny.,=35) is sufficient to provide agreement
with the rugged invariant spectra predicted by the absolute
equilibrium.

III. NUMERICAL RESULTS

In order to verify the robustness of Eq. (12), we did sev-
eral numerical tests, listed in Table I, in which we analyzed
the time average of single Fourier modes. First we look at
the phase-space trajectory of the real and imaginary part of
the field components.

In Fig. 1 this trajectory for several time-snapshots is
shown. In this run (run IX) the magnetic helicity and the
cross helicity are nonzero. In the initial stage of the time
evolution (first panel), the phase-space trajectory seems to be
trapped in a quadrant of the space. However, this effect is
ephemeral, as it is in all other cases we examined. In every
case, the phase space becomes progressively more filled for
increasing time, in a way that appears to be consistent with
filling the allowed space entirely as t— oc. This behavior is
statistically the same for every component of the field, for
both magnetic and velocity field, for both MHD and HMHD,
for every set of initial conditions we have examined, for
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FIG. 1. Time trajectory of a single Fourier mode, imaginary vs
real part, for .(1,0,0,7) (run IX). All the other components of the
magnetic and velocity field have a similar behavior. Initially the
trajectory seems to be trapped in a quadrant of the phase space (¢
=300-1000), but when t— o the phase space is ergodically full-
filled (lower panel). In other words, the time average of every Fou-
rier mode is consistent with the ensemble prediction of Eq. (12).

different choices of simulation parameters, and for different
numerical techniques. A frequently occurring pattern is the
one seen in Fig. 1—the trajectory seems to be trapped in a
subspace for some thousands of nonlinear times but, as the
time goes on, the phase space is ergodically filled. Thus, one
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FIG. 2. Time traces of b,(0,1,0,7) (imaginary vs real part), for
several initial conditions: (a) run V, (b) run VI, (¢) run VII, and (d)
run VIII. See Table I for more details. The ergodic behavior is in
good agreement with Eq. (12). Similar results are obtained for all
the runs listed in Table 1.

may say that the trajectory temporarily inhabits a restricted
portion of phase space, and then, with a time scale of a few
hundreds or thousands of time units, hops into another ener-
getically allowed restricted region. The net effect after many
hops, is an approach to ergodicity.

We would like to remark that Galerkin simulations are
very accurate, free of aliasing errors, and conserve all invari-
ants very accurately. The only error is round-off, and a small
controllable time integration error. These are very small. In
Table I we report representative errors for each run, defined
as the fractional error in the computed energy. As shown in
this table, the set of runs we examined included several ini-
tial conditions (and different values of helicities). Moreover,
we varied the time step of the integration, and the time-
integration scheme, going from second to third order Runge-
Kutta (RK) technique. In all the cases mentioned above, re-
sults described above remain unchanged, and confirm the
ergodicity assumed in the Gibbs ensemble.

Figure 2 illustrates the long time behavior of single Fou-
rier components with a lowest allowed wave number (0,1,0)
(longest allowed wavelength), for different values of helici-
ties (runs V, VI, VII, and VIII). Although the accessible
phase space is more-or-less isotropically covered by the tra-
jectory in each of these cases, there are some interesting
differences between runs in which a finite amount of H,, is
present and runs with H,,=0. When global magnetic helicity
is imposed, the trajectory has larger fluctuations around the
zero-mean value. This can be explained as follows. The vari-
ance (or energy) of large scale modes is higher when H,,
#0. This is expected in the equilibrium ensemble [5,14] and
is related to the condensation of magnetic helicity into the
longest allowed wavelength in a modified thermodynamic
limit [5,14,15]. In other words, the spreading of the trajec-
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FIG. 3. Time traces of v,(0,1,0,7) (imaginary vs real part), for
the same parameters and initial conditions of Fig. 2. Note that the
spreading of these trajectories is much smaller with respect to the
magnetic field. This is simply related to the fact that the
<Ev(kmin)> < <Eb(kmin)>-

tory is proportional to the energy present in that Fourier
mode. When H,,=0, there is no condensation of helicity into
kmin» SO the variance is smaller at this k vector. This can be
seen by comparing Figs. 2(a) and 2(b), with Figs. 2(c) and
2(d).

Another important remark is that less kinetic energy con-
denses into k,,;,, than magnetic energy. This affects the phase-
space trajectories as well—compare Figs. 2 and 3. Specifi-
cally, condensation of kinetic energy occurs only if both
magnetic helicity and generalized (or cross) helicity are non-
zero [5,14]. Inspection of many such trajectory plots (not
shown) reveals that higher wave number modes fill their
available phase space quickly and approach ergodicity faster.
They fluctuate around zero mean within similar circular re-
gions, but with smaller radius, because the amount of avail-
able energy is smaller.

IV. TIME AVERAGES AND CORRELATION FUNCTIONS

In order to melt any doubt about the purported non-
ergodicity of ideal MHD (and Hall MHD too), we computed
the time average of single Fourier modes, defined as

<ff(k’t7t0)>l = LJ f](k, T)dT, (14)
I=1y to

where f;={v;,b;} and 1,=500. (The latter value to avoid ini-
tial transient effects.) In Fig. 4 the time behavior of Eq. (14),
evaluated for several components of both fields, at smallest
k, is shown. It takes 7~ 10000 nonlinear times (or even
more) to reach the ensemble asymptotic behavior (f;)=0.
This issue is closely related to an interesting work by

Kells and Orszag [9]. They performed statistical analysis of
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FIG. 4. Running time averages (14), evaluated for a few mag-
netic (top panel) and velocity (lower panel) field modes (run V).
The modes chosen are those that average to zero slowly and there-
fore are candidates for suggesting broken ergodicity if the averages
are truncated after short times. (In Shebalin’s work he typically
computes averages to about 1000 turnover times.) Here, the time
averages tend to zero after 5000 to 8000 turnover times. During
these fluctuations toward zero, the velocity and magnetic field
modes approximately satisfy Eq. (18) [16,17].

various low-order truncations of two-dimensional inviscid
Navier-Stokes, examining the randomness (ergodicity) of the
system. They demonstrated numerically the ergodicity of so-
Iutions of all isotropically truncated models for which the
wave number cutoff is large enough to ensure that every
mode is involved in nontrivial interactions. In other word, in
systems with many degrees of freedom, there is a strong
evidence that the statistical descriptions of the microcanoni-
cal ensemble is very accurate for low-order, ideal trunca-
tions.

In this pioneering work [9] it was suggested and proved
numerically that as the wave number cutoff increases, the
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FIG. 5. Time correlations r(k,T,At), defined by Eq. (15), for
several modes (run XIII). In this case T=6000. The autocorrelation
function indicates that the system is mixing randomly. There is no
case in which it saturates to constant value at — o [9]. The higher
k vectors approach zero faster than the smaller ones. The erratic
behavior of these modes constitutes evidence that low order trunca-
tion of the MHD and HMHD equations are ergodic.

probability of any nonrandomness (or nonergodicity) is mini-
mal. This was accomplished by examination of time-
averaged energies and time correlations of individual modes.
In an analogous way we define the two-time correlation
function r of each mode as

r(k,T,Ar)

T-At
f D‘j(k,s)fj(k,s + At)ds]

0

T-At T-At
f [fj(k,s)]zds f [fj(k,s+At)]2ds

0 0
(15)

This function r has been normalized so that r(k,z,0)=1, and
at all times has an absolute value less than or equal to 1. For
a mixing (ergodic) system, the values of f; at large time
separations should become statistically independent. If r
does not approach 0 but to a constant value as Ar— oo, then
the system is not mixing. An erratic approach to 0 (other than
a smoothly decaying oscillation) is a consequence of the few
degrees of freedom in the truncation. In this way is possible
to demonstrate whether the system behaves as if it were er-
godic with respect to quantities which are of practical inter-
est.

In Fig. 5 we report the time correlations r(k,7T,At), de-
fined by Eq. (15), for several modes. The autocorrelation
function indicates that the system is mixing randomly. In
every run listed in Table I we found similar results: there is
no case in which r—const as r—. The higher k vectors
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approach to zero faster than k;,. The erratic behavior of the
lowest modes constitutes evidence that low order truncation
of MHD and HMHD equation are ergodic. The behavior of r
furnishes strong evidence in favor of a statistical description
for three-dimensional, truncated, MHD, and HMHD flows,
even though for some modes (the lowest k modes), the ap-
proach to ergodicity is delayed by what are evidently long
correlation time scales. It has been argued that the only cases
in which nonergodicity is possible [9,18] are those with a
very low number of degrees of freedom, in which cases there
are only very limited and trivial nonlinear couplings. Evi-
dently, in the cases treated here, we are very far from this
case, even if the number of degrees of freedom (=2662) is
not extremely large (Ny.,=35, 11 wave vectors, two real so-
lenoidal vector fields).

V. THEORETICAL DISCUSSION AND CONCLUSIONS

We have considered the time behavior the individual Fou-
rier coefficients in ideal MHD and Hall MHD models with a
finite number of degrees of freedom. The above results show
by example that most of the complex Fourier coefficients
approach a zero time average in a time scale of the order of
a few nonlinear eddy-turnover times. However, a few coef-
ficients show a delayed evolution towards a zero time
average—these are the degree of freedom associated with
inverse transfer or condensation into the longest wavelength
modes [5,14,15]. The existence of such condensation in
MHD and HMHD is connected with nonzero conserved
magnetic helicity.

The pattern emerges that these special long wavelength
modes randomly hover around nonzero values for times long
compared to the eddy turnover time. Eventually, over time
scales of hundreds to thousands of nonlinear times, these
modes erratically hop to a new pattern, wandering about an-
other nonzero value in a restricted region of the allowed
phase space. This continues for at least hundreds or thou-
sands of turnover times, and eventually the sampled regions
of phase space cover all regions permitted by the conserva-
tion laws. In this time limit ergodicity is fully realized, as far
as the numerical experiments can show. This phenomenon,
while incompletely understood, is numerically robust. Evi-
dently, during the observed long periods of wandering about
nonzero values, the highly energetic long wavelength modes
remain in quasiequilibrium with the numerous but much less
energetic sea of shorter wavelength Fourier modes. In future
research we plan to investigate in detail how this interaction
gives rise to the observed long time scales. However, at
present we can conclude that we are observing a delayed
approach to ergodicity, rather than a breaking of ergodicity.

What would it have implied if we had not observed an
approach to zero time averages? The Gibbs ensemble implies
a Gaussian distribution, that is, an n-dimensional normal dis-
tribution. The joint distribution of [ random variables
(xy,%3,...,x;) (in our case the imaginary and real parts of
velocity and magnetic fields give /=8) would then have the
form [5,15,19-21]

PHYSICAL REVIEW E 78, 046302 (2008)

1

LX) = ——
Tem) dety]

P(XI,XZ, ..

I
1
Xexp| - 52 2 A= ) - )

i=1 j=1

(16)

where (1,4, ..., 1) are the mean values, and [\;;]=[A;] is
the moment matrix [19-21]. If Eq. (12) is not satisfied, the
mean values enter Eq. (16) through nonzero values of {zﬁ]}
In particular,

<(xi - wi)(xk - lﬁk)) = Nk (17)

If ¢;# 0 then every ensemble prediction that is made under
the assumption that ;=0 would be wrong. In that case the
system would admit another invariant quantity, i.e., the non-
zero value of ¢; that had been overlooked. This would pre-
sumably have a physical meaning. However, for the cases of
HMHD and MHD we have examined [5] the agreement of
the numerical results with the =0 case support the view
that these additional invariants are not present.

For every simulation listed in Table I we found that the
relative error between time averaged spectra and the en-
semble predictions is very small, especially after thousands
of nonlinear times. This suggests that for t— oo the time av-
erage of any quantity (in MHD and HMHD both) coincide
exactly with the equilibrium obtained by the Gibbs ensemble
method.

Note that the ensemble spectral predictions become rea-
sonably accurate estimates of the long wavelength spectra
even at times prior to attaining full ergodicity. This is natu-
rally explained by noting that the points about which the
temporary wanderings occur are evidently equivalent to one
another. This seems to reflect the low order degeneracy of
the longest wavelength modes, and provides an important
clue to guide efforts to explain the long time scale phase
space wandering.

Another interesting phenomenon, as can be inferred from
Fig. 4, is that the large scale modes that converge slowly to
zero average do so while obeying some particular relations.
In the HMHD case, these fluctuations are near to the mini-
mum energy solutions known as double Beltrami flows
[16,17,22-24]. These special states are obtained from a
variational principle, and are given by

v(K) = a;b(K) + i, ek X v(Kk)

2 2
b = = b + Dek x [k X v(K)]. (18)
aH sz

The constants «; and «, are functions of the Lagrange mul-
tipliers. In the MHD case (e=0) the previous equations
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reduce to the well-known force free and Alfvénic states [24].
It is important to notice that this kind of temporary fluctua-
tions cannot be described in the Gibbs ensemble framework,
and so this topic goes beyond the purpose of this paper. We
plan to revisit several of these extended issues in a future
publication.
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