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Autonomous DNA computers have been attracting much attention because of their ability to integrate into
living cells. Autonomous DNA computers can process information through DNA molecules and their molecu-
lar reactions. We have already proposed an idea of an autonomous molecular computer with high computa-
tional ability, which is now named Reverse-transcription-and-TRanscription-based Autonomous Computing
System �RTRACS�. In this study, we first report an experimental demonstration of a basic computation element
of RTRACS and a mathematical modeling method for RTRACS. We focus on an AND gate, which produces an
output RNA molecule only when two input RNA molecules exist, because it is one of the most basic compu-
tation elements in RTRACS. Experimental results demonstrated that the basic computation element worked as
designed. In addition, its behaviors were analyzed using a mathematical model describing the molecular
reactions of the RTRACS computation elements. A comparison between experiments and simulations con-
firmed the validity of the mathematical modeling method. This study will accelerate construction of various
kinds of computation elements and computational circuits of RTRACS, and thus advance the research on
autonomous DNA computers.
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I. INTRODUCTION

A DNA computer is a bio-inspired computing machine
that processes information through DNA molecules and their
reactions. One of the attractive goals of DNA computer re-
search is to realize a DNA computer able to integrate into
living cells. Toward this goal, autonomous DNA computers
have been intensively developed in recent years �1–8�. For
instance, Shapiro et al. developed a DNA molecular automa-
ton based on the class IIS restriction enzyme FokI �1–3�, and
Hagiya et al. invented a state transition machine using a
hairpin DNA molecule and a DNA polymerase �Whiplash
PCR machine� �4–6�. The two computers exploit DNA mol-
ecules as programs and data, and use DNA molecules and
enzymes as hardware. On the other hand, Seelig et al. devel-
oped enzyme-free nucleic acid logic circuits �7,8�, which use
DNA molecules as programs, data, and hardware. In its com-
puting process, only DNA hybridization and branch migra-
tion reactions are used; no enzymes are used.

In our previous work, we proposed an autonomous mo-
lecular computer that has a higher computational ability than
the above autonomous computers �9�. The computer is mod-
eled after retroviral replication, and is now named Reverse-
transcription-and-TRanscription-based Autonomous Com-
puting System �RTRACS�. In this system, DNA and RNA
molecules are utilized as programs and data, respectively,
and DNA and RNA molecules and enzymes are used as hard-

ware. The computing process is autonomously carried out at
a constant temperature with a reverse transcriptase, an RNA
polymerase, a ribonuclease H, and a DNA polymerase. This
computer has a distinguished feature: the computing system
can be built up to meet demanding problems by combining
modularized basic computation elements that can execute ba-
sic functions such as AND, OR, NOT, etc. The network of the
basic computation elements connected by their input and
output RNA molecules can form a computational circuit
similar to integrated circuits in electronic computers.
RTRACS is thus a splendid idea for constructing an autono-
mous molecular computer. However, no substantial experi-
mental results on RTRACS have been reported.

In this study, we experimentally demonstrate one of the
modularized basic computation elements of RTRACS. We
also present a mathematical modeling method, which is es-
sential for construction of various kinds of modularized basic
computation elements. An AND gate of RTRACS was fo-
cused on because it is one of the most basic computation
elements in RTRACS. The other computation elements can
be constructed in the same manner as the AND gate. The
behavior of the AND gate was experimentally examined, and
the modeling method was validated by comparing the results
of experiments and kinetic computer simulations. This study
will advance autonomous DNA computers because it is the
first report of experimental results and a mathematical mod-
eling method of RTRACS with a high computational ability.

II. REACTION SCHEME OF THE AND GATE

In the AND gate of RTRACS, two RNA molecules are
utilized as inputs, and one RNA molecule is created as an
output after logical operation, which is achieved by a series
of autonomously regulated hybridization and enzymatic re-
actions. The output RNA molecule is produced only when
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the two input RNA molecules are present. Figure 1 repre-
sents the reaction scheme of the AND gate. R1 and R2 are the
input RNA molecules and R3 is the output RNA molecule.
R3 is generated through intermediates, P1 to P7 and Q1 to
Q3, only when both R1 and R2 exist.

At the beginning of the AND gate reaction, the input RNA
R1 hybridizes with P1, a primer DNA, to form a DNA/RNA
hybrid P2. R1 is a concatemer of sequences O1 and O2, and
P1 has an O1 sequence that is complementary to O1 and can
hybridize with it. The zigzag arrows such as R1 and the
linear arrows such as P1 indicate RNA and DNA strands,
respectively.

The hybrid P2 is turned into P3 by extension with reverse
transcriptase. Reverse transcriptase is an RNA-dependent
DNA polymerase; this enzyme synthesizes a DNA strand
complementary to an RNA template. Here, the reverse tran-
scriptase synthesizes O2 using O2 as a template. At the tran-
sition from P3 to P4, the RNA strand of the DNA/RNA
hybrid P3 is degraded with ribonuclease H. The enzyme de-
grades the RNA strand of a DNA/RNA hybrid selectively.
Here, the RNA strand O2O1 of P3 is degraded. The single-
stranded DNA P4 hybridizes with the input RNA R2 to form
a DNA/RNA hybrid P5. With reverse transcriptase, P5
changes to P6, and then P6 is turned into P7 with the ribo-
nuclease H.

Subsequently, P7 hybridizes with Q1 �a converter DNA�
to form Q2. Q2 is turned into Q3 �an activated converter
DNA� by a DNA extension with DNA polymerase. This is a
DNA-dependent DNA polymerase, which can synthesize a
complementary DNA strand using its opposite strand as a
template. Here, the DNA polymerase synthesizes comple-
mentary sequences to T7 and O2 in Q2. As a result, Q3 is
created. In addition, the polymerase acts on P5 and synthe-
sizes the DNA sequence O1, so that P6 and P7 have a partly
double-stranded DNA sequence �O1-O1�; however, this reac-
tion is not essential for the AND gate.

At the end of the AND gate reaction, the output RNA R3 is
transcribed from Q3 with T7 RNA polymerase, which is an
enzyme that synthesizes an RNA strand using double-
stranded DNA as a template. This reaction can start only
when T7 RNA polymerase recognizes the double-stranded
T7 promoter sequence, T7. Here, the T7 RNA polymerase
can recognize only Q3 but neither Q1 nor Q2 because Q1
and Q2 have single-stranded T7. Thus, the output RNA R3 is
produced only when both input RNAs R1 and R2 are
present.

III. EXPERIMENTS ON THE AND GATE

A. Materials and methods

Nucleic acid sequences used in the AND gate reaction are
shown in Fig. 2. To succeed in the AND gate reaction, it is
important to design appropriate DNA/RNA sequences.
Mishybridizations and undesired stable self-folded structures
prevent correct AND gate reactions. The sequences of O1 to
O5 were thus chosen from a set of orthonormal sequences
developed for reliable DNA computing �10–12�. The ortho-
normal sequences have a uniform length, a uniform melting
temperature, and have no potential for mishybridization or
stable self-folded structures.

The orthonormal sequences O1 to O5 in R1, R2, R3, and
Q1 were prefixed with GGGAGA, which is the sequence
placed immediately after the T7 promoter region to increase
the transcription activity. T7 RNA polymerase starts tran-
scription at the first base G of the sequence GGGAGA. The
prefixed orthonormal sequences were confirmed to remain
orthonormal.

The reactions of the AND gate were performed by incuba-
tion for 30 min at 50 °C. The reaction buffer of the AND gate
contained 40 mM Tris-HCl �pH 8.0�, 50 mM NaCl,
13.8 mM MgCl2, 2.0 mM Tris�2-carboxyethyl�phosphine
�TCEP�, 0.20 mM each dNTP, 2.0 mM ATP, 2.0 mM GTP,
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FIG. 1. Reaction scheme of the AND gate. An output RNA R3 is
produced only when two input RNAs R1 and R2 exist. First, R1
hybridizes with a primer DNA P1 to form P2. P2 changes to P3
through DNA synthesis with reverse transcriptase; then P3 is turned
into P4 by selective RNA degradation with ribonuclease H. P4 hy-
bridizes with R2 to form P5. Likewise, P5 is turned into P7 with the
enzymes. P7 hybridizes with a converter DNA Q1, and then they
form Q2. Q2 is changed into an activated converter DNA Q3
through synthesis with DNA polymerase. Finally, T7 RNA poly-
merase transcribes R3 from Q3. The T7 RNA polymerase does not
transcribe R3 from Q1 or Q2 with a single-stranded promoter be-
cause it can recognize only a double-stranded T7 promoter �T7�.
RNA and DNA strands are represented by zigzag and linear arrows,
respectively. They are composed of uniform-length orthonormal se-
quences from O1 to O5 and their complementary sequences from O1

to O5.
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2.0 mM CTP, 1.825 mM UTP, and 0.175 mM fluorescein-
12-UTP. The initial concentrations of primer DNA, P1, and
converter DNA, Q1, were 0.10 �M. The enzyme concentra-
tions of avian myeloblastosis viruse �AMV� reverse tran-
scriptase �Promega�, Thermo T7 RNA polymerase
�TOYOBO�, and Thermus thermophilus ribonuclease H
�TOYOBO� were 1.2 units /�l, 0.50 units /�l, and
50 �units /�l, respectively. The AMV reverse transcriptase
has three types of enzymatic activity: reverse transcriptase
activity, DNA-dependent DNA polymerase activity, and ribo-
nuclease H activity. Therefore, to simplify the system, no
DNA polymerase was added, and the optimized concentra-
tion of Thermus thermophilus ribonuclease H was very low.

For the analysis of output RNA R3 by gel electrophoresis,
the AND gate reaction was stopped with an equal volume of
gel loading buffer �2�GLB� composed of 8.0 M urea, 10%
�v/v� glycerol, 50 mM ethylenediaminetetraacetate �EDTA�,
and 0.05% �w/v� bromophenol blue �BPB�. Then, 4.0 �l of
the reaction solution was applied to a denaturing gel contain-
ing 8.0% polyacrylamide �acrylamide/bisacrylamide, 29:1�
and 8.0 M urea. The running buffer for electrophoresis was
Tris-borate-EDTA buffer �89 mM Tris-HCl, 89 mM boric
acid, 2 mM EDTA, pH 8.3�. The gel was run at constant
voltage 250 V at constant temperature 65 °C. After electro-

phoresis, the output R3 in the gel was observed on a fluor-
oimage analyzer, FLA-5100 �Fuji Film�, using fluorescence
of the fluorescein-12-UTP included in R3 during the AND

gate reaction. The reference R3 RNA marker was prepared
by transcription from a completely double-stranded Q1 DNA
in the presence of fluorescein-12-UTP.

The kinetic analysis of the output R3 was carried out at
50 °C in the same buffer as was used for the gel electro-
phoresis analysis, except that 2.0 mM UTP and no
fluorescein-12-UTP were used. The initial concentrations of
P1 and Q1, and the enzyme concentrations of AMV reverse
transcriptase, Thermo T7 RNA polymerase, and Thermus
thermophilus ribonuclease H were the same as those used for
the gel electrophoresis analysis. The reaction solutions of the
kinetic experiments additionally contained 2.0 �M
2�-O-methyl RNA molecular beacon, which was designed to
detect output RNA R3 �Fig. 2�. The beacon emits fluores-
cence when it hybridizes with output RNA R3, while it does
not emit fluorescence in the absence of the output RNA be-
cause of the fluorescence resonance energy transfer �FRET�
between FAM and Dabcyl �13–15�. Using the molecular-
beacon fluorescence, the R3 production was measured every
120 s on a real-time PCR apparatus, DNA Engine Opticon 2
�MJ Research, Inc.�.

B. Results

First, we verified that the output R3 was produced only
when the two input RNA molecules R1 and R2 were present,
but it was not created in the other cases. Lane 1 in Fig. 3,
which contained the reaction solution of the AND gate with
two inputs R1 and R2, shows the presence of a transcrip-
tional product, which had the same mobility as the reference
R3 RNA marker in Lane R. The output R3 was thus correctly
produced in the presence of the two inputs R1 and R2. In
contrast, no transcriptional product was detected in Lanes 2,
3, and 4, which contained the reaction solution of the AND

gate lacking either input R1 or input R2. Therefore, the re-
action of the AND gate worked as designed Sec. II.

Next, we investigated input-output characteristics of the
AND gate by observing its output production dependence on
the initial concentrations of inputs �Fig. 4�. When �R2�0 was
changed from 0 �M to 0.80 �M with �R1�0 remaining at
0.10 �M, R3 production increased in proportion to �R2�0 at
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FIG. 2. Nucleic acid sequences used in experiments. All se-
quences were based on the orthonormal sequences O1 to O5, and
three of their complementary sequences, O1, O4, and O5. R1, R2,
and R3 are single-stranded RNA, and P1 is a single stranded DNA.
Q1 partly forms a double helix, though most of the T7 promoter
region remains single-stranded. The promoter region is enclosed by
the broken-line box. The 3� end of Q1 was modified by dideoxyri-
bonucleoside �ddN� to avoid incorrect extension caused by
mispriming. The 2�-O-methyl RNA molecular beacon with the fluo-
rescent dye FAM, and the quencher Dabcyl, was designed to detect
R3. It emits fluorescence only when hybridized with R3. The char-
acter U, used in O1 to O5 indicates the uracil base U for RNA
strands R1, R2, and R3, but the thymine base T for DNA strands P1
and Q1.

R 1 2 3 4

FIG. 3. Detection of output RNA R3 of AND gate reactions by
gel electrophoresis. Lane 1: with two inputs ��R1�0= �R2�0

=0.10 �M�. Lane 2: with only one input ��R1�0=0.10 �M, �R2�0

=0 �M�. Lane 3: with only one input ��R1�0=0 �M, �R2�0

=0.10 �M�. Lane 4: with no inputs ��R1�0= �R2�0=0 �M�. Lane R:
a reference R3 RNA marker. �R1�0 and �R2�0 indicate the initial
concentrations of inputs R1 and R2, respectively.
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�R2�0�0.20 �M but decreased at �R2�0�0.20 �M �Fig.
4�a��. When �R1�0 was changed from 0 �M to 0.80 �M
with �R2�0 remaining at 0.10 �M, R3 production increased
in proportion to �R1�0 at �R1�0�0.10 �M but decreased at
�R1�0�0.10 �M �Fig. 4�b��. The R3 production began to

decrease at a lower initial concentration of �R1�0 than that of
�R2�0. Therefore, �R1�0 more strongly affected the decrease
of R3 production than �R2�0 did.

IV. NUMERICAL SIMULATIONS OF THE AND GATE

A. Simulation model

The first step of the AND gate reaction is a hybridization
between R1 and P1. If the two-state model is assumed, the
reaction is represented as

R1 + P1→
k

P2, �1�

where k is the hybridization rate. The back reaction from P2
to R1+P1 need not be considered because the AND gate re-
action was carried out under the condition that the double
strand P2 is stable. Therefore, the rate equation for R1 is

d�R1�
dt

= − k�R1��P1� . �2�

If the concentrations and time are normalized as

uR1 �
�R1�
�Q1�0

, uP1 �
�P1�

�Q1�0
,

� �
t

�k�Q1�0�−1 , �3�

where �Q1�0 is the initial concentration of Q1, the normal-
ized rate equation is given as

duR1

d�
= − uR1uP1. �4�

The normalized rate equations for P1 and P2 in Eq. �1� are
likewise

duP1

d�
= − uR1uP1, �5�

duP2

d�
= uR1uP1. �6�

The enzymatic reaction from P2 to P3 is represented us-
ing an assumption of the Michaelis-Menten model �see Ap-
pendix A 1� as follows:

ERT + P2�
k−1

k1

ERTP2 ——→
k2

ERT + P3, �7�

where ERT indicates the reverse transcriptase, and k1, k−1,
and k2 represent the rate constants. The normalized rate
equation is described as

duP2

d�
= −

duP3

d�
= −

1

LP2

�RTuP2

�RT + uP2
= −

uP2

LP2

�RT

�RT
�1 +

uP2

�RT
�−1

,

�8�

where �RT and �RT are normalized Michaelis-Menten param-
eters of reverse transcriptase. Since the Michaelis-Menten
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FIG. 4. Output production kinetics of AND gate in experiments.
�a� �R2�0 was changed from 0 �M to 0.80 �M with �R1�0 remain-
ing at 0.10 �M; �R2�0=0.80 �M �open circle�, 0.40 �M �filled
circle�, 0.20 �M �open inverted triangle�, 0.10 �M �filled inverted
triangle�, 0.050 �M �open triangle�, 0.025 �M �filled triangle�,
0.0125 �M �open square�, and 0 �M �filled square�. The crosses
with a solid line and a broken line indicate conditions of �R1�0

= �R2�0=0 �M with and without enzymes, respectively. Inset: de-
pendence of R3 production on �R2�0 at �=720 s �open diamond�
and 1440 s �filled diamond�. �b� �R1�0 was changed from
0 �M to 0.80 �M with �R2�0 remaining at 0.10 �M; �R1�0

=0.80 �M �open circle�, 0.40 �M �filled circle�, 0.20 �M �open
inverted triangle�, 0.10 �M �filled inverted triangle�, 0.050 �M
�open triangle�, 0.025 �M �filled triangle�, 0.0125 �M �open
square�, and 0 �M �filled square�. The crosses with a solid or bro-
ken line indicate the same conditions as in �a�. Inset: dependence of
R3 production on �R1�0 at �=720 s �open diamond� and 1440 s
�filled diamond�. �R1�0 and �R2�0 are the initial concentrations of
R1 and R2, respectively. The fluorescence intensity in these experi-
ments was normalized by the fluorescence intensity at 95 °C.
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parameters kcatRT and KmRT for reverse transcriptase are rep-
resented as

kcatRT � k2, KmRT �
k−1 + k2

k1
, �9�

the normalized Michaelis-Menten parameters are defined as

�RT �
kcatRT�ERT�T

k�Q1�0
2 , �RT �

KmRT

�Q1�0
, �10�

where �ERT�T is the total concentration of reverse tran-
scriptase. The �RT is defined as the normalized extension rate
per one base, so that Eq. �8� is divided by LP2, the extension
length for substrate P2.

The effect of a competition of substrates for reverse tran-
scriptase should be included in the rate equation for the en-
zymatic reaction from P2 to P3. Reverse transcriptase gener-
ally has ribonuclease H activity and DNA polymerase
activity as well as reverse transcriptase activity �16�. There-
fore, the reverse transcriptase competitively acts on the sub-
strates P2 and P5 through reverse transcriptase activity, P3
and P6 through ribonuclease H activity, and Q2 through
DNA polymerase activity. This creates a competition of the
substrates for the enzyme. The competitive enzymatic reac-
tions are represented as

P2→
RT

P3,

P5→
RT

P6,

P3→
RH�

P4,

P6→
RH�

P7,

Q2→
DP�

Q3, �11�

where RT, RH�, and DP� are the reverse transcriptase activ-
ity, ribonuclease H activity, and DNA polymerase activity of
the reverse transcriptase, respectively. Because of the com-
petition reactions for the reverse transcriptase, the enzymatic
rate equation, Eq. �8�, must be changed to

duP2

d�
= −

duP3

d�
= −

uP2

LP2
	RT, �12�

where

	RT =
�RT

�RT
�1 +

uP2

�RT
+

uP5

�RT
+

uP3

�RH�
+

uP6

�RH�
+

uQ2

�DP�
�−1

.

�13�

�RH� and �DP� are normalized Michaelis-Menten parameters
for the ribonuclease H activity and DNA polymerase activity
of reverse transcriptase. The parameters are defined as in Eq.
�10�. The term uP2 /�RT in Eq. �13� is the contribution from
reverse transcriptase activity, which is the same as the term
uP2 /�RT in Eq. �8�. The term uP5 /�RT is also a contribution

from reverse transcriptase activity, which is added to the
equation because of the competition. The terms uP3 /�RH� and
uP6 /�RH� are contributions from ribonuclease H activity, and
the term uQ2 /�DP� is the contribution from DNA polymerase
activity. These are additional contributions caused by the
competitive enzymatic reactions. The derivation of this rate
equation is explained in Appendix A 2.

Finally, the rate equation for P2 is obtained by summing
the hybridization step from R1+P1 to P2 and the reverse
transcription step from P2 to P3 as follows:

duP2

d�
= uR1uP1 −

	RTuP2

LP2
, �14�

where the first term indicates the hybridization in Eq. �6�,
and the second term represents the reverse transcription in
Eq. �12�.

The rate equation for P3 can be obtained similarly by
considering the competitive enzymatic reactions. The step
from P3 to P4 proceeds using ribonuclease H activity. This
activity is competitively provided by both ribonuclease H
and reverse transcriptase. This case represents the competi-
tion of enzymes for the substrate. Competition of substrates
for the enzyme should also be included. The reverse tran-
scriptase competitively acts on the substrates P2, P5, P3, P6,
and Q2, as already explained, and the ribonuclease H com-
petitively acts on P3 and P6. Thus, competitive reactions can
be summarized as follows:

P2→
RT

P3,

P5→
RT

P6,

P3 →
RH�/RH

P4,

P6 →
RH�/RH

P7,

Q2→
DP�

Q3, �15�

where RT, RH�, and DP� are the reverse transcriptase activ-
ity, ribonuclease H activity, and DNA polymerase activity of
the reverse transcriptase, respectively, and RH is the ribonu-
clease H activity of ribonuclease H. Therefore, the rate equa-
tion of the step from P3 to P4 is described as

duP3

d�
= −

duP4

d�
= − 	RHuP3, �16�

where it is assumed that the RNA degradation rate by ribo-
nuclease H activity, 	RH, is a value per one DNA/RNA hy-
brid not per one base, because ribonuclease H activity
cleaves the RNA strand only at some internal phosphate
bonds of the strand and does not break the strand into mono-
nucleotides. Therefore, the right-hand side of Eq. �16� is not
divided by the DNA/RNA hybrid length in contrast to Eq.
�12�. The value 	RH is represented as follows:
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	RH =
�RH

�RH
�1 +

uP3

�RH
+

uP6

�RH
�−1

+
�RH�

�RH�
�1 +

uP2

�RT
+

uP5

�RT

+
uP3

�RH�
+

uP6

�RH�
+

uQ2

�DP�
�−1

, �17�

where �RH and �RH, which are defined as in Eq. �10�, are
normalized Michaelis-Menten parameters for the ribonu-
clease H activity of ribonuclease H. Likewise, �RH� and �RH�
are normalized Michaelis-Menten parameters for the ribonu-
clease H activity of reverse transcriptase. The first term of
the right-hand side of Eq. �17� is the contribution from ribo-
nuclease H, and the second term is the contribution from
reverse transcriptase �see Appendixes A 2 and A 3�. By the
reverse transcription from P2 to P3 in Eq. �12� and the RNA
degradation from P3 to P4 in Eq. �16�, the rate equation for
P3 is obtained as

duP3

d�
=

	RTuP2

LP2
− 	RHuP3. �18�

The rate equations for P4, P5, P6, and P7 can be derived
likewise. In the step from P4 to P5, hybridization between P4
and R2 makes the duplex P5. By combining this hybridiza-
tion with the RNA degradation from P3 to P4 in Eq. �16�, the
rate equation for P4 becomes

duP4

d�
= 	RHuP3 − uR2uP4. �19�

The hybridization rate between P4 and R2 was assumed to
be the same as the one between P1 and R1 because the two
hybrids P4-R2 and P1-R1 have a duplex region �O2-O2 and
O1-O1, respectively� of the same length. The rate equation
for R2 is thus represented as

duR2

d�
= − uR2uP4. �20�

The step from P5 to P6 is a reverse transcription just like the
step from P2 to P3, which is the competitive enzymatic re-
action of reverse transcriptase in Eq. �11�. This step is rep-
resented as

duP5

d�
= −

duP6

d�
= −

	RTuP5

LP5
. �21�

Therefore, the rate equation for P5 can be described by con-
sidering Eq. �21� and the hybridization between P4 and R2 as
follows:

duP5

d�
= uR2uP4 −

	RTuP5

LP5
. �22�

The step from P6 to P7 is an RNA degradation by ribonu-
clease H activity just like the step from P3 to P4. It is a
competitive reaction of ribonuclease H and reverse tran-
scriptase in Eq. �15�. The rate equation of P6 to P7 is thus
described as

duP6

d�
= −

duP7

d�
=

	RTuP5

LP5
. �23�

By considering this RNA degradation and the reverse tran-
scription from P5 to P6, the rate equation for P6 is obtained
as

duP6

d�
=

	RTuP5

LP5
− 	RHuP6. �24�

P7, which is created at the RNA degradation step from P6 to
P7, hybridizes with Q1 to form Q2. Therefore, the rate equa-
tion for P7 becomes

duP7

d�
= 	RHuP6 − uP7uQ1. �25�

The rate equations for Q1, Q2, and Q3 can be derived
from the rate equations for hybridization and DNA polymer-
ization. The rate equation for Q1 includes only the hybrid-
ization with P7 and is represented as

duQ1

d�
= − uP7uQ1, �26�

where the hybridization rate was assumed to be k because the
length of a duplex region in the hybrid is the same as that in
the P1-R1 hybrid. The rate equation for Q2 includes the hy-
bridization of P7 with Q1 and DNA polymerization from Q2
to Q3. The step from Q2 to Q3 is supported by DNA poly-
merase and reverse transcriptase. The two enzymes competi-
tively react on the substrate Q2 to produce Q3. This case
represents a competition of enzymes for a substrate. Compe-
tition of substrates for an enzyme also takes place; the re-
verse transcriptase competitively acts on the substrates P2,
P5, P3, P6, and Q2. Thus, competitive reactions about the
DNA polymerase activity of the two enzymes are represented
as

P2→
RT

P3,

P3→
RH�

P4,

P5→
RT

P6,

P6→
RH�

P7,

Q2 →
DP�/DP

Q3, �27�

where RT, RH�, and DP� are the reverse transcriptase activ-
ity, ribonuclease H activity, and DNA polymerase activity of
the reverse transcriptase, respectively. DP is the DNA poly-
merase activity of DNA polymerase. Therefore, the rate
equation for the DNA polymerization from Q2 to Q3 is de-
rived as
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duQ3

d�
= −

duQ2

d�
=

	DPuQ2

LQ2
, �28�

where LQ2 is the DNA extension length and

	DP =
�DP

�DP
�1 +

uQ2

�DP
�−1

+
�DP�

�DP�
�1 +

uP2

�RT

+
uP5

�RT
+

uP3

�RH�
+

uP6

�RH�
+

uQ2

�DP�
�−1

. �29�

�DP and �DP are normalized Michaelis-Menten parameters of
the DNA polymerase activity of DNA polymerase, and �DP�
and �DP� are those of reverse transcriptase. The first term of
the right-hand side of Eq. �29� represents the contribution
from DNA polymerase, and the second term is the contribu-
tion from reverse transcriptase. The derivation of this equa-
tion is explained in Appendixes A 2 and A 3. As a result of
the competition, Eq. �28�, and the hybridization of P7 and
Q1, the rate equations for Q2 are

duQ2

d�
= uP7uQ1 −

	DPuQ2

LQ2
, �30�

where the first term indicates the hybridization between P7
and Q1, and the second term is the DNA polymerization. Q3
is only produced by the DNA polymerization step, and the
rate equation for Q3 is represented as

duQ3

d�
=

	DPuQ2

LQ2
. �31�

The rate equation for output R3, which is transcribed us-
ing Q3 as a substrate, is represented as

duR3

d�
=

	RPuQ3

LQ3
, �32�

where LQ3 is the length of R3 and

	RP =
�RP

�RP
�1 +

uQ3

�RP
�−1

. �33�

�RP and �RP are normalized Michaelis-Menten parameters
for the RNA polymerase activity of RNA polymerase.

Finally, a set of equations used to describe the AND gate
reaction is as follows: Eqs. �4�, �5�, �14�, �18�–�20�, �22�,
�24�–�26�, and �30�–�32�, which represent the rate equations,
and Eqs. �13�, �17�, �29�, and �33�, which represent the rate
coefficients of the enzymatic reactions.

B. Back-hybridization

In addition to the reactions shown in Fig. 1, the AND gate
includes some inhibitory reactions that delay output RNA
production. The inhibitory reactions are shown in Fig. 5 as
the broken lines BH1, BH2, and BH3. BH1 is the back-
hybridization of P4 with R1. P4 hybridizes with R2; how-
ever, P4 can also hybridize with R1 because P4 has a per-
fectly complementary sequence to R1. BH2 is the back-
hybridization of P7 with R2. Although P7 hybridizes with
Q1, it can also hybridize with R2 in a similar way. BH3 is

the back-hybridization of P7 with R1. P7 has a partly
complementary sequence to R1. P7 and R1 thus hybridize
with each other and form P8. BH3 does not delay the AND

gate reactions more than the back-hybridizations BH1 and
BH2, because P8 can hybridize with Q1 as P7 can �broken
line BH3��. BH3 only limits output production due to its
wasteful spending of input RNA, R1.

Due to the back-hybridizations, Eqs. �4�, �18�–�20�, �24�–
�26�, and �30� are partly modified. The modified rate equa-
tions are described as

�4� ⇒
duR1

d�
= − uR1uP1 + �− 2uR1uP4 − uR1uP7	 , �34�

�18� ⇒
duP3

d�
=

	RTuP2

LP2
− 	RHuP3 + �2uR1uP4	 , �35�

�19� ⇒
duP4

d�
= 	RHuP3 − uR2uP4 + �− 2uR1uP4	 , �36�

(BH1)

(BH3)

(BH3’’)

(BH3’)

(BH2)

(P5)

(P6)

(P7)

(Q2)

(Q1)

(P8)

(Q3)

(P3)

(P2)

(P1)
(R1) (R2)

(P4)

T7

O3 O2O2 O1

O2 O1

O1O2

O1O2

O3 O2 O1

O1O2O3

O4

O3 O4

O5

O5

O1

O1O2O3

O2
O1

O1

O1O2O3

O4

O3O1 O4

O5

O5

O3O2O1

T7

Ribonuclease H

Ribonuclease H

(R3)

FIG. 5. AND gate reaction scheme including back-
hybridizations. Only molecules involved in back-hybridizations are
illustrated; the others are represented by their molecular names. The
back-hybridizations are represented by broken lines, BH1, BH2,
and BH3. BH1 is the back-hybridization of P4 with R1; BH2 is the
back-hybridization of P7 with R2; and BH3 is the back-
hybridization of P7 with R1. The molecule P8 is a new complex
created by BH3. The broken lines BH3� and BH3� are reactions
incidental to BH3. BH3� is an RNA degradation with ribonuclease
H, and BH3� is a hybridization of P8 with Q1.
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�20� ⇒
duR2

d�
= − uR2uP4 + �− 2uR2uP7	 , �37�

�24� ⇒
duP6

d�
=

	RTuP5

LP5
− 	RHuP6 + �2uR2uP7	 , �38�

�25� ⇒
duP7

d�
= 	RHuP6 − uP7uQ1 + �	RHuP8 − uR1uP7

− 2uR2uP7	 , �39�

�26� ⇒
duQ1

d�
= − uP7uQ1 + �− uP8uQ1	 , �40�

�30� ⇒
duQ2

d�
= uP7uQ1 −

	DPuQ2

LQ2
+ �uP8uQ1	 , �41�

where the terms added by the back-hybridizations are en-
closed in braces to emphasize the modifications. In addition,
the following rate equation must be added to describe P8,
which is a new species created by the back-hybridization
BH3:

duP8

d�
= + �uR1uP7 − uP8uQ1 − 	RHuP8	 . �42�

Polynucleotide hybridization rates depend on the square
root of the strand length because nucleation sites become less
available as the strand length increases due to excluded vol-
ume effect �17�. We assumed that the hybridization rate was
in proportion to the hybridization site length because the site
length was short compared to polynucleotide strands. It was
also assumed that the hybridization rate did not depend on
the base sequence of the hybridization site because the site
had an orthonormal sequence. The hybridization rate of the
back-hybridization BH3 was thus set to be k, which is the
same value as the hybridization rate of P1 and R1 with the
same hybridization site length. On the other hand, the hy-
bridization rates of the back-hybridizations BH1 and BH2
were set to be 2k, because BH1 and BH2 have a hybridiza-
tion site of a double length.

The rate coefficients of enzymatic activities, 	RT, 	RH,
	DP, are also changed because of the back-hybridizations.
Equations �13�, �17�, and �29� are modified as follows:

�13� ⇒ 	RT =
�RT

�RT
�1 +

uP2

�RT
+

uP5

�RT
+

uQ2

�DP�

+
uP3

�RH�
+

uP6

�RH�
+ 
 uP8

�RH�
��−1

, �43�

�17� ⇒ 	RH =
�RH

�RH
�1 +

uP3

�RH
+

uP6

�RH
+ 
 uP8

�RH
��−1

+
�RH�

�RH�
�1 +

uP2

�RT
+

uP5

�RT
+

uQ2

�DP�

+
uP3

�RH�
+

uP6

�RH�
+ 
 uP8

�RH�
��−1

. �44�

�29� ⇒ 	DP =
�DP

�DP
�1 +

uQ2

�DP
�−1

+
�DP�

�DP�
�1 +

uP2

�RT
+

uP5

�RT

+
uQ2

�DP�
+

uP3

�RH�
+

uP6

�RH�
+ 
 uP8

�RH�
��−1

, �45�

where uP8 /�RH� is the contribution from the RNA degrada-
tion represented by the broken line BH3�.

Finally, considering the back-hybridizations, a set of
equations used to describe the AND gate reaction is as fol-
lows: Eqs. �5�, �14�, �22�, �31�, �32�, and �34�–�42�, which
represent the rate equations, and Eqs. �33� and �43�–�45�,
which represent the rate coefficients of enzymatic reactions.

C. Model parameters

Kinetic simulations for the rate equations of the AND gate
were carried out using the fourth-order Runge-Kutta method.
In the simulations, we used the Michaelis-Menten param-
eters reported in other biochemical research: AMV reverse
transcriptase �KmRT=KmDP�=KmRH�=0.01 �M, kcatRT=2 s−1,
kcatDP�=kcatRT /3, kcatRH�=kcatRT /1200� �18,19�, T7 RNA
polymerase �KmRP=0.026 �M, kcatRP=0.9 s−1� �20�, and
Thermus thermophilus ribonuclease H �KmRH=0.13 �M,
kcatRH=0.082 s−1� �21�. As the Km value per base pair of the
Thermus thermophilus ribonuclease H was reported as
7.8 �M �21�, KmRH �the Km value per DNA-RNA hybrid�
was set at 0.13 �M by assuming that DNA-RNA hybrids
included 62 base pairs. The values of LP2, LP5, LQ2, and LQ3
were assumed to be 37, 31, 14, and 62, respectively, and
were the nucleic acid lengths used in the experiments. The
hybridization rate k was set at 10 �M−1 s−1, based on our
measurements from experiments using the same buffer and
temperature conditions.

Enzyme concentrations in the simulations were the same
as in the experiments. In the experimental section III A, the
total enzyme concentrations were represented as the unit
definition of enzymes. Their values were thus converted to
molar concentrations for numerical simulations: �ERT�T
=1.0 �M �AMV reverse transcriptase�, �ERP�T=0.15 �M
�Thermo T7 RNA polymerase�, �ERH�T=1.7�10−5 �M
�Thermus thermophilus ribonuclease H�, and �EDP�T=0 �M
�DNA polymerase�. These values were calculated using en-
zyme data sheets distributed by the enzyme manufacturers
and the above Michaelis-Menten parameters.

Nucleic acid concentrations were also the same as in the
experiments. uP1�0� and uQ1�0� were set at 1, where uP1�0�
and uQ1�0� are the normalized initial concentrations of P1
and Q1. uR1�0� and uR2�0� were changed from 0 to 8, where
uR1�0� and uR2�0� are the normalized initial concentrations of
input RNA R1 and R2. The value 1 for a normalized concen-
tration represents 0.1 �M in the experiment because all the
normalized concentrations were normalized by the initial
concentration of Q1, �Q1�0 �=0.10 �M�.

D. Results

The output dependence of the AND gate on the initial con-
centrations of inputs was analyzed by kinetic simulations for
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the rate equations of the AND gate. The simulations were
carried out using the models with and without back-
hybridizations. In the simulations without back-
hybridizations, the production of output RNA R3 monotoni-
cally increased with the initial concentrations of input RNA
R1 and R2 �data not shown�. On the other hand, in the simu-
lations with back-hybridizations, the production of output R3
increased at lower initial concentrations of inputs but slightly
decreased at higher initial concentrations of inputs �Fig. 6�.
When the normalized concentration uR2�0� of input R2 was
changed from 0.125 to 8 with the normalized concentration
uR1�0� of input R1 remaining at 1, R3 production increased
in the case of uR2�0�
2 and slightly decreased in the case of
uR2�0��2 �Fig. 6�a��. When uR1�0� was changed from 0.125
to 8 with uR2�0� remaining at 1, R3 production increased in
the case of uR1�0�
1 and slightly decreased in the case of
uR1�0��1 �Fig. 6�b��. R3 production began to decrease at a
lower input concentration when uR1�0� was changed than
when uR2�0� was changed. Therefore, R1 more strongly af-
fected the decrease of R3 production than R2 did.

The results of the kinetic simulations were compared with
those of the experiments in Fig. 4. For the comparison, it is
necessary to know the relationship between the scales of the
axes. In the case of the time axis, �=1500 in the simulations
corresponds to 1500 s in the experiments because of k
=10 �M−1 s−1, �Q1�0=0.10 �M and Eq. �3�. In the case of
the output production axis, the normalized concentration of
the output R3 in the simulations is proportional to the nor-
malized fluorescence intensity from R3 in the experiments
because the fluorescence intensity increased with the actual
concentration of R3.

As a result of the comparison between the simulations and
the experiments, the simulations with back-hybridizations
explained well the results of the experiments. The results of
both the simulations with back-hybridizations and the experi-
ments demonstrated that R3 production increased at lower
initial concentrations of inputs R1 and R2, but it decreased at
higher initial input concentrations. Moreover, in both sets of
results, the initial concentrations of the input R1 more
strongly affected the decrease of R3 production than that of
the input R2. In contrast, the simulations without back-
hybridizations failed to explain the results of the experi-
ments. In the simulations, R3 production monotonically in-
creased with the initial concentrations of inputs R1 and R2,
contradicting the results of the experiments. The fact that
only the simulations with back-hybridizations explained the
experiments suggests that the back-hybridizations are essen-
tial for describing the behavior of the AND gate reactions.

The effects of the back-hybridizations on the output R3
were further analyzed by simulating the time courses of the
intermediates P3, P6, and Q3. P3 and P6 are closely involved
in back-hybridizations BH1 and BH2, in Fig. 5, respectively.
We did not focus on back-hybridization BH3 in Fig. 5 be-
cause BH3 has no substantial influence on output R3. In
addition, the time course of Q3 was analyzed because Q3
transcribes R3, and thus, the production of Q3 determines the
production of R3.

Figure 7 shows the time courses of P3, P6, Q3, and R3.
Figures 7�a�–7�c� represent the time courses when uR1�0�
=1 and uR2�0�=0.5, 2, and 8, respectively. At a higher uR2�0�

�Fig. 7�c��, a large amount of P6 was produced, and the
initial increase of Q3 was slower than that at a lower uR2�0�
�Figs. 7�a�–7�c��, resulting in a slower initial increase of R3.
Therefore, the slower initial increase of R3 was caused by
the back-hybridization BH2. Figures 7�d�–7�f� represent the
time courses when uR2�0�=1 and uR1�0�=0.5, 1, and 8, re-
spectively. At a higher uR1�0� �Fig. 7�f��, a large amount of
P3 was produced and the initial increase of Q3 was slower
than that at a lower uR1�0� �Figs. 7�d� and 7�e��, resulting in
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FIG. 6. Output production kinetics of AND gate in numerical
simulations. �a� uR2�0� was changed from 0.125 to 8 with uR1�0�
remaining at 1; uR2�0�=8 �open circle�, 4 �filled circle�, 2 �open
inverted triangle�, 1 �filled inverted triangle�, 0.5 �open triangle�,
0.25 �filled triangle�, and 0.125 �open square�. Inset: dependence of
R3 production on uR2�0� at �=700 �open diamond� and 1400 �filled
diamond�. �b� uR1�0� was changed from 0.125 to 8 with uR2�0�
remaining at 1; uR1�0�=8 �open circle�, 4 �filled circle�, 2 �open
inverted triangle�, 1 �filled inverted triangle�, 0.5 �open triangle�,
0.25 �filled triangle�, and 0.125 �open square�. Inset: dependence of
R3 production on uR1�0� at �=700 �open diamond� and 1400 �filled
diamond�. uR1�0� and uR2�0� are normalized initial concentrations
of R1 and R2, respectively.
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a slower initial increase of R3. Therefore, the slower initial
increase of R3 was caused by the back-hybridization BH1.
The back-hybridizations BH1 and BH2, which caused a
slower initial increase of R3 with higher initial concentra-
tions of R1 and R2, were thus found to prevent the R3 pro-
duction from increasing monotonically with the initial con-
centration of the input RNA.

As shown in Fig. 6, R1 more strongly affected the de-
crease of R3 production than R2 did. This is also due to the
back-hybridizations. From a comparison between Figs. 7�c�
and 7�f�, the saturated value of uQ3 at a high uR1�0� �Fig.
7�f�� was lower than that at a high uR2�0� �Fig. 7�c��. In the
case of the high uR1�0�, back-hybridization BH1 slowed
down the initial increase of Q3. In addition, back-
hybridization BH2 reduced the saturated value of Q3 by
wasting the input R2. In contrast, in the case of the high
uR2�0�, the back-hybridization BH2 only slowed down the
initial increase of Q3. Therefore, as shown in Fig. 6, a high
uR1�0� reduced the R3 production more than a high uR2�0�
did.

V. DISCUSSION

We experimentally demonstrated that the AND gate of au-
tonomous DNA computer RTRACS was successful under
isothermal conditions. It produced the output RNA molecule
R3 through a series of hybridization and enzymatic reactions
only when both the input RNA molecules R1 and R2 were
present. Although a set of reactions that implements the AND

gate of RTRACS was proposed in our previous work �9�, no
experimental results of the AND gate have yet been reported.
This study is the first report on experimental results that
prove the successful implementation of the AND gate of
RTRACS.

We also demonstrated that a mathematical modeling
method for the AND gate of RTRACS successfully explained
the experimentally observed behaviors of the AND gate. A set
of rate equations describing molecular reactions of the AND

gate was derived from its reaction scheme by assuming the
two-state model of hybridization reactions and the
Michaelis-Menten model of enzymatic reactions. The depen-
dences of time courses of the output R3 on the initial con-
centrations of the inputs R1 and R2 were simulated by using
the set of rate equations with the parameter values indepen-
dently determined. The results of the kinetic simulations with
consideration of back-hybridizations were consistent with
the experimentally observed results: the output production of
the AND gate increased at lower initial concentrations of in-
puts and slightly decreased at higher initial input concentra-
tions. In the comparison, we focused only on the output R3
because the kinetic time courses of R3 can be experimentally
measured more accurately than intermediates such as P3, P6,
and Q3. These intermediates were more sensitive to the in-
puts as shown in Fig. 7. However, accurate measurements of
their concentrations in the reaction mixtures of the AND gate
are quite difficult because those intermediates cannot be spe-
cifically detected using molecular beacons or clearly sepa-
rated on a gel.

Back-hybridizations, which affected the behavior of the

AND gate of RTRACS, are commonly observed in many au-
tonomous DNA computers. For example, the DNA molecular
automaton by Shapiro et al. �1–3� and the Whiplash PCR
machine by Hagiya et al. �4–6� also have back-
hybridizations in their computing reactions. In the case of the
DNA molecular automaton, the DNA strands that are cleaved
and dissociated by the restriction enzyme FokI reassociate
with each other due to back-hybridizations, which results in
the slowdown of the computing reactions. In the case of the
Whiplash PCR machine, state transitions are inhibited by
back-hybridizations as revealed by Rose et al. �6�. Therefore,
back-hybridizations need to be considered in simulation
models to develop autonomous DNA computers with high
degrees of computational efficiency. The present mathemati-
cal modeling method succeeded in accounting for back-
hybridizations, and thus improves the computational effi-
ciency of RTRACS.

The modeling method for the AND gate of RTRACS dem-
onstrated here will be crucial to construct novel and more
complex computation elements, which can be derived from
the molecular reactions of the AND gate. The simulations
based on the modeling method offer overviews of the behav-
iors of computation elements even before time-consuming
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FIG. 7. Time courses of intermediates of AND gate in numerical
simulations. P3 �broken line�, P6 �solid line�, Q3 �solid line with
open circles�, R3 �solid line with filled circles�. �a� uR1�0�=1,
uR2�0�=0.5. �b� uR1�0�=1, uR2�0�=2. �c� uR1�0�=1, uR2�0�=8. �d�
uR1�0�=0.5, uR2�0�=1. �e� uR1�0�=1, uR2�0�=1. �f� uR1�0�=8,
uR2�0�=1. uR1�0� and uR2�0� are normalized initial concentrations
of R1 and R2, respectively.
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experiments. We are now developing various logic gates and
oscillatory reaction systems based on RTRACS working not
only in vitro but also in small vesicles such as liposomes, and
trying to apply them to genetic diagnosis of diseases and
regulation of synthetic genetic circuits. Their development
would be substantially facilitated by the mathematical mod-
eling method reported here.
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APPENDIX: MICHAELIS-MENTEN MODEL
IN COMPETITIVE ENZYMATIC REACTIONS

1. Basic Michaelis-Menten-type reaction without competition

The basic Michaelis-Menten-type reaction without com-
petition of enzymes or substrates is represented as

E1 + I1�
k−1

k1

E1I1→
k1�

E1 + J1, �A1�

where E1 is the enzyme, I1 is the substrate, and J1 is the
product. k1, k−1, and k1� are rate constants. The rate equations
are described as

d�J1�
dt

= k1��E1I1� , �A2�

d�E1I1�
dt

= k1�E1��I1� − k−1�E1I1� − k1��E1I1� , �A3�

�E1� + �E1I1� = �E1�T, �A4�

where �E1�T is the total concentration of E1. Equation �A4�
indicates the conservation law for E1. In the Michaelis-
Menten model, it is assumed that �E1I1� immediately reaches
its steady state; that is, d�E1I1� /dt�0 in Eq. �A3� as follows:

0 = k1�E1��I1� − k−1�E1I1� − k1��E1I1� . �A5�

Equations. �A4� and �A5� give

�E1I1� =
�E1�T�I1�
Km1 + �I1�

Km1 �
k−1 + k1�

k1
� . �A6�

Therefore, from Eqs. �A2� and �A6�, the rate equation for the
product J1 is obtained as

d�J1�
dt

=
kcat1�E1�T�I1�

Km1 + �I1�
=

kcat1�E1�T�I1�
Km1

�1 +
�I1�
Km1

�−1

,

�A7�

where kcat1�k1�.

2. Competition of multiple substrates for an enzyme

In the case that an enzyme competitively acts on two sub-
strates, enzymatic reactions are represented as

E1 + I1�
k−1

k1

E1I1→
k1�

E1 + J1,

E1 + I2�
k−2

k2

E1I2→
k2�

E1 + J2, �A8�

where E1 is the enzyme, I1 and I2 are the substrates, and J1
and J2 are products from the respective substrates. k1, k−1, k1�,
k2, k−2, and k2� are rate constants. The rate equations are
described as

d�J1�
dt

= k1��E1I1� , �A9�

d�J2�
dt

= k2��E1I2� , �A10�

d�E1I1�
dt

= k1�E1��I1� − k−1�E1I1� − k1��E1I1� , �A11�

d�E1I2�
dt

= k2�E1��I2� − k−2�E1I2� − k2��E1I2� , �A12�

�E1� + �E1I1� + �E1I2� = �E1�T, �A13�

where �E1�T is the total concentration of E1 and Eq. �A13�
expresses the conservation law for E1. The steady states of
�E1I1� and �E1I2�, that is, d�E1I1� /dt�d�E1I2� /dt�0, are as-
sumed exactly as in the basic Michaelis-Menten model as
follows:

0 = k1�E1��I1� − k−1�E1I1� − k1��E1I1�

= k2�E1��I2� − k−2�E1I2� − k2��E1I2� . �A14�

Equations �A13� and �A14� give

�E1I1� =
�E1�T�I1�

Km1
�1 +

�I1�
Km1

+
�I2�
Km2

�−1

, �A15�

�E1I2� =
�E1�T�I2�

Km2
�1 +

�I1�
Km1

+
�I2�
Km2

�−1

�A16�

Km1 �
k−1 + k1�

k1
, Km2 �

k−2 + k2�

k2
� . �A17�

Therefore, the rate equation for the product J1 is obtained
from Eqs. �A9� and �A15� as follows:
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d�J1�
dt

=
kcat1�E1�T�I1�

Km1
�1 +

�I1�
Km1

+
�I2�
Km2

�−1

, �A18�

where kcat1�k1�. The �I2� /Km2 is a contribution term from
competition of I2 for the enzyme, which is added to the equa-
tion for the noncompetitive rate equation �A7�. Likewise, the
rate equation for the product J2 is obtained from Eqs. �A10�
and �A16� as follows:

d�J2�
dt

=
kcat2�E1�T�I2�

Km2
�1 +

�I2�
Km2

+
�I1�
Km1

�−1

, �A19�

where kcat2�k2�. The term �I1� /Km1 represents the contribu-
tion from competition of I1 for the enzyme.

In the case that an enzyme competitively acts on N sub-
strates, rate equations for products are obtained in similar
way to the above case of two substrates.

d�Ji�
dt

=
kcati�E1�T�Ii�

Kmi
�1 +

�Ii�
Kmi

+ �
l�i

�Il�
Kml

�−1

�i = 1,2, . . . ,N� ,

�A20�

where Ii �i=1,2 , . . . ,N� is the substrate, and Ji is the product
from Ii. The parameters kcati and Kmi are Michaelis-Menten
parameters for Ii. The term �l�i�Il� /Kml represents the con-
tribution from competition of all substrates except I1. By
using Eq. �A20�, rate equations including competition of
multiple substrates for an enzyme can be obtained.

3. Competition of multiple enzymes for a substrate

In the case that two enzymes competitively act on a sub-
strate, enzymatic reactions are represented as

E1 + I1�
k−1

k1

E1I1→
k1�

E1 + J1,

E2 + I1�
k−2

k2

E2I1→
k2�

E2 + J2, �A21�

where E1 and E2 are enzymes, I1 is the substrate, and J1 and
J2 are products by the two enzymes. k1, k−1, k1�, k2, k−2, and
k2� are rate constants. The rate equations are described as

d�J1�
dt

= k1��E1I1� , �A22�

d�J2�
dt

= k2��E2I1� , �A23�

d�E1I1�
dt

= k1�E1��I1� − k−1�E1I1� − k1��E1I1� , �A24�

d�E2I1�
dt

= k2�E2��I1� − k−2�E2I1� − k2��E2I1� , �A25�

�E1� + �E1I1� = �E1�T, �A26�

�E2� + �E2I1� = �E2�T, �A27�

where �E1�T and �E2�T are the total concentrations of E1 and
E2, respectively. Equations �A26� and �A27� express the con-
servation laws of the enzymes. The steady states of �E1I1�
and �E2I1� are assumed also in this case; that is, d�E1I1� /dt
�d�E2I1� /dt�0, so that

0 = k1�E1��I1� − k−1�E1I1� − k1��E1I1� ,

=k2�E2��I1� − k−2�E2I1� − k2��E2I1� . �A28�

Equations �A26�–�A28� give

�E1I1� =
�E1�T�I1�
Km1 + �I1�

, �A29�

�E2I1� =
�E2�T�I1�
Km2 + �I1�

�A30�

Km1 �
k−1 + k1�

k1
, Km2 �

k−2 + k2�

k2
� . �A31�

Therefore, the rate equations for J1 and J2 are obtained from
Eqs. �A22�, �A23�, �A29�, and �A30� as follows:

d�J1�
dt

=
kcat1�E1�T�I1�

Km1
�1 +

�I1�
Km1

�−1

, �A32�

d�J2�
dt

=
kcat2�E2�T�I1�

Km2
�1 +

�I1�
Km2

�−1

, �A33�

where kcat1�k1� and kcat2�k2�. If the two enzymes create an
identical product �J2=J1�, the rate equation for J1 is a simple
sum of the productions by E1 and E2 as follows:

d�J1�
dt

=
kcat1�E1�T�I1�

Km1
�1 +

�I1�
Km1

�−1

+
kcat2�E2�T�I1�

Km2
�1 +

�I1�
Km2

�−1

. �A34�

In the case that N enzymes competitively act on a sub-
strate and create the identical product, rate equations for the
product are obtained in similar way to the above case of two
enzymes.

d�J1�
dt

= �
l=1

N
kcatl�El�T�I1�

Kml
�1 +

�I1�
Kml

�−1

, �A35�

where I1 is the substrate, J1 is the product from I1, and El
�l=1,2 , . . . ,N� are the enzymes. The parameters kcatl and Kml
are Michaelis-Menten parameters for El. By using Eq. �A35�,
rate equations including competition of multiple substrates
for an enzyme can be obtained as a simple sum of the con-
tribution from all enzymes.
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