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Insights into the melting of two-dimensional simple atomic systems are presented from investigation of the
effect of the range of the interatomic potentials on the existence of hexatic phase, using molecular-dynamics
simulations under isobaric-isothermal as well as isochoric-isothermal conditions. We find that longer-ranged
interatomic potentials are important for the formation of stable hexatic phases. A schematic plot of the phase
diagrams with a hexatic regime is presented capturing the overall shape of the phase boundaries and the
behavior of the system. As the range of the potential is varied, the pressure-temperature phase diagram exhibits
distinct topologies. For soft longer-ranged Morse potentials, the hexatic phase can coexist with the gaseous
phase. On the other hand, as the range gets shorter, the onset point of the hexatic phase, i.e., the lower bound
pressure of the hexatic region in the phase diagram, gets shifted upward, and the hexatic phase region no longer
touches the gaseous phase.
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I. INTRODUCTION

Two-dimensional melting �1� has intrigued physicists for
many decades. An important milestone was laid by Halperin
and Nelson �HN� �2,3� and Young �4�, who suggested theo-
retically �based on the work by Kosterlitz and Thouless �5��
that the two-dimensional melting can occur in two stages of
continuous transitions, the first one via the unbinding of dis-
locations and the second one via the unbinding of disclina-
tions with the intermediate hexatic phase characterized by
quasi-long-range orientational order and short-range transla-
tional order �6�.

A wide variety of experiments were performed on systems
including colloids �7–10�, liquid crystals �11–14�, block co-
polymers �15�, and granular systems �16,17� concerning the
possible existence of a hexatic phase and two-stage melting.
Also, a lot of efforts were made on computational studies of
two-dimensional melting of hard-core potential systems
�18–23,26–29� including hard disks or Lennard-Jones poten-
tials �30–32�. Simulation results on these systems tend to
favor a first-order transition scenario for melting, although
some conflicting results also exist.

In spite of all these efforts, a satisfactory answer has not
been obtained yet for one of the most important questions in
two-dimensional melting, which is as follows: what condi-
tion determines the existence of a hexatic phase and the na-
ture of the melting transition? From these considerations, we
are led to investigate the criterion for the existence of the
hexatic phase directly in terms of the form of interparticle
potential �33,34�. For a given system that is found to support
a hexatic phase, one can further ask about the boundary of
the region of the stable hexatic phase in the phase diagram.

Our approach to these goals is to investigate through
molecular-dynamics �MD� simulations the trend of hexatic
phase formations as the range of the potential is varied in
simple two-dimensional atomic systems where particles are
interacting via the Morse potential,

VM�r� = �0�e−��r−�� − 1�2 − �0. �1�

Here, r is the distance between particles and � denotes the
distance for the minimum of the potential. By setting �=1

and �0=1, we can vary the value of the single parameter � to
tune the softness and the range of potential. As can be seen in
Fig. 1, larger values of � correspond to shorter-ranged and
steeper potentials, while smaller values correspond to longer-
ranged and softer potentials.

In actual computation, further adjustment of the potential
is made such that the resulting potential has a smooth cutoff
at rc=2.8� by a standard method of vertical shift and linear
smoothing. The Morse potential was employed to explain
qualitatively different behavior for a wide variety of liquids,
varying the softness and the interaction range of the potential
�24,25�. Specific examples of the values of � employed to
explain different tendencies for the structure of materials in-
clude, for example, C60 ���13.62�, rare gases with
Lennard-Jones potential ���6�, and alkali metals
���3.15� �24�.

We find a thermodynamically stable hexatic phase for the
case of a long-ranged �and soft� Morse potential with
�=3.0. In contrast, in the two cases of modification of the
potential where the attractive tail part is replaced by a flat
potential, or else where the soft repulsive part is replaced by
a very hard repulsive wall, the hexatic phase is strongly sup-
pressed, with the melting proceeding via first-order transi-
tions.
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FIG. 1. Morse potential for different values of �=3.0, 4.5, 6.0,
and 14.
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We also explore the dependence of the topology of the
hexatic region as the parameter � is varied. We find that the
PT phase diagram exhibits an interesting dependence on the
parameter � in such a way that in the softer limit up to a little
above �=3, the region of hexatic phase borders with liquid
phase, at the same time reaching down to touch the gaseous
phase. On the other hand, as the value of � increases, we find
that the region of hexatic phase is shifted upward �in pres-
sure�, separated from the triple point, and no longer borders
the gaseous phase.

II. SIMULATION RESULTS

In this work, we performed isobaric-isothermal �NPT�
MD simulations using the modified Parrinello-Rahman �PR�
method �35� combined with Nose-Hoover �NH� thermostat
�36�. As for the mass of the particles, for convenience we set
m=1, which implies that the time unit t0��m�2 /�0 also
becomes unity. The equations of motion were integrated via
the Nordsieck-Gear fifth-order predictor-corrector method
with the integration time step of �t=0.002. This guarantees
the conservation of the total Hamiltonian without noticeable
drift. In the simulations we used two empirical parameters,
namely, the barostat mass Mv=1 and the thermostat
mass Ms=1. Simulations with several other values
�Mv=0.1,1 ,10, Ms=0.1,1 ,10� of the parameters were also
performed with no essential change in the characteristic be-
havior.

A. The case of a soft- and long-ranged Morse potential: �=3

Here, we first deal with the case of a soft- and long-
ranged Morse potential with �=3.0. Figure 2 shows the iso-
thermal equation of state �at T=0.2715� on the pressure ver-

sus density plane. This was obtained by the NH MD
simulations by decoupling the PR �isobaric� part from
NH-PR MD equations of motions by taking Mv=�, which
reduces to the isochoric-isothermal �NVT� condition. We de-
fine here the density � as ��N�2 /V, where N is the total
number of particles and V is the total volume �area in two
dimensions� of the system. Densities were chosen from the
range �=1.3–1.34, with a density increment of ��=0.0025,
and the pressure was evaluated by means of the virial expres-
sion �with kB=1�. This range of the density corresponds to
the region of transition from liquid to solid. For each density,
106– �3�106� steps of integration were carried out for
equilibration beginning with a configuration of triangular lat-
tice, and, after equilibration, 107 steps of integration were
collected for thermodynamic calculation.

The number of particles employed was N=3600. To re-
duce the finite-size boundary effect, we used a rhombic box
�with the smaller side angle of 60°� for the shape of the
system with periodic boundary conditions. However, inde-
pendent results of ours from a square box did not show a
significant difference �from those of rhombic box� with re-
spect to the quantities of our interest.

Figure 2 shows that the isothermal curve increases mono-
tonically near the transition region satisfying the condition of
mechanical stability �unlike the discontinuity of density in a
first-order transition� that the isothermal compressibility
should be positive KT= �1 /����� /�P�T	0. We may identify
the boundary of stable hexatic phase as the values of the
density where an abrupt change in the isothermal compress-
ibility occurs. In this way, we estimate the density of solid-
hexatic transition as �s-h�1.3325.

Although the change in isothermal compressibility is less
conspicuous near the hexatic-liquid boundary, we see that,
near the density ��1.31–1.315, there exists a crossover in
the isothermal compressibility. Below, we give an estimation
of the density of hexatic-liquid transition by applying a the-
oretical expectation from KTHNY theory on the decay expo-
nent of the spatial correlation of the orientational order pa-
rameter �see below�.

The fact that the pressure within the hexatic phase is
monotonically increasing as the density increases �with the
resulting isothermal compressibility kept positive� appears to
be very compelling evidence for a stable hexatic phase in
thermal equilibrium. From the inset of Fig. 2 we can also see
that, within the density interval for the hexatic phase, the rate
of increase in the number of defects �which is defined as the
number of sites of particles with five neighbors or seven
neighbors�, as the density is decreased, is larger than in the
solid or liquid region, which is quite consistent with the be-
havior of the isotherm. High compressibility for the hexatic
phase originates from the bulk modulus softened by a dra-
matic increase of the number of free dislocations from un-
binding of the bound dislocation.

In previous studies on two-dimensional melting, a posi-
tive conclusion on the existence of a hexatic phase and con-
tinuous two-stage melting were often drawn from the simple
features such as the absence of coexisting phases �i.e., ho-
mogeneous distribution of defects�, direct observation of par-
ticle configurations, susceptibilities of orientational order, or
the algebraic decay of spatial correlations of orientational
order.
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FIG. 2. Pressure vs density for the system with �=3.0 at the
temperature T=0.2715 �which is below the critical point� obtained
from NVT ensemble with N=3600 particles. The inset shows the
number of defects vs density. The solid-hexatic boundary is deter-
mined as the point �about ��1.3325� at which the number of de-
fects increases abruptly �the inset�, and the liquid-hexatic boundary
is determined from the orientational correlation function in Fig. 3:
the decay exponent of the spatial correlation of the orientational
correlation has 0.25 near the density ��0.315.

SANG IL LEE AND SUNG JONG LEE PHYSICAL REVIEW E 78, 041504 �2008�

041504-2



However, in our independent study on Lennard-Jones sys-
tems �37�, we observed that, although the system undergoes
a first-order melting transition, the system exhibits features
resembling those of a hexatic phase probably due to finite-
size effects �even for the case of N=40 000, which is the
largest size we employed�. These include homogeneous
�single peak� distribution of orientational susceptibilities, and
algebraic decay of the spatial correlations of the orientational
order �at the same time with short-range translational order�.
In these cases, the alleged hexatic region is found to be ac-
tually located in the range of negative compressibility along
a van der Waals-type curve, which implies a first-order tran-
sition. This probably originates from a finite-size effect re-
sulting from a weakly first-order melting transition.

In contrast, in the present case of Morse systems, we find
that both NPT and NVT ensemble simulations showed that
there exists a region of stable hexatic phase.

In order to distinguish the orientational order of the
phases, we have computed the orientational correlation func-
tion G6�r� defined as �2�

G6�r� = �
6�r�
6
*�0�	 , �2�

where the orientational order parameter is 
6�r�
= 1

Ni

 je

6i�ij�r�. Here, the sum on particle j is over the Ni neigh-
bors of the particle i �corresponding to r� at the center� with
�ij being the angle between the particles i and j with respect
to a fixed reference axis. We regarded the particles within a
cutoff radius as the neighbors, where the cutoff radius is
chosen as the first minimum of the pair correlation function
of the system. This method is found to be efficient and reli-
able for large-scale simulations.

Shown in Fig. 3 is the orientational correlation function
for the range of the density �1.3���1.34�. We find that, for
the density range of 1.315���1.3325, the correlation func-
tions exhibit algebraic decays with the decay exponent

�1 /4, while for densities lower than these, they exhibit
faster �exponential� decays in the long-time limit. At
�=1.315, the exponent 
6 �defined by the condition
G6�r��r−
6� is about 
6=0.25, corresponding to the limit of
the power-law decay behavior in the KTHNY theory. This

range of the density is roughly consistent with the range of
density mentioned above from the behavior of the isothermal
compressibility.

Figure 4 shows snapshots of the particle configurations
for four different densities near the hexatic phase region at
temperature T=0.2715. We can see that there is a gradual
increase of isolated dislocations as the density is decreased.
For the case of �=1.3275 and 1.32, for instance, we can
identify isolated dislocations that indicate a characteristic
feature of the hexatic phase. This is also consistent with the
spatial correlation of the orientational order parameter as
mentioned above �Fig. 3� displaying a regime with power-
law decay in the orientational correlation function. We note
that for these cases of hexatic phase, there exist along with
the isolated dislocations some stringlike clusters of disloca-
tions. At a lower density of �=1.305, we can see the emer-
gence of isolated disclinations �lower left corner of the snap-
shot� in addition to proliferating local clusters of
dislocations.

In order to further understand the nature of the hexatic
phase, we obtained the histogram distribution �38� of the
density order parameter for five system sizes �N=400, 900,
1600, 3600, and 10 000� under constant external pressure
and temperature of T=0.2715 and P=0.03, where a hexatic
phase is expected to occur from our measurement of the
orientational correlations. In Fig. 5, we see that all the histo-
grams exhibit single peaks. We also see that, as the number
of particles increases, the peak height becomes larger with
the width decreasing. This indicates that this region corre-
sponds to a single phase region �unlike a solid-liquid mix-
ture� consistent with the absence of a van der Waals loop in
the pressure versus density curve.

Shown in the inset of Fig. 5 are the orientational correla-
tion functions for the system sizes of N=3600 and 10 000
under the same conditions �T=0.2715 and P=0.03�. We find
that the correlation functions clearly exhibit algebraic decays
with the decay exponent of 
6�1 /4.

We can also investigate the dynamic characteristics of the
system in the hexatic phase in terms of the time dependence
of the orientational order parameter. One example is shown
in Fig. 6 for T=0.2715 and P=0.03, which belongs to the
hexatic phase region. Here for convenience we presented
only the absolute modulus �M6� of the global orientational
order parameter M6 defined as

M6 �
1

N



r


6�r� . �3�

We find that the global orientational order parameter exhibits
a considerable fluctuation in time around �M6��0.5, which,
even though the magnitude is clearly smaller than that of a
solid phase �for which, typically, �M6��0.7�, is still a non-
negligible magnitude �for the present case of a finite-size
system� that is quite unlike the case of a liquid phase �where
�M6��0.2�. This kind of strong fluctuation of the order pa-
rameter can be considered as one of the characteristic fea-
tures of critical states such as the hexatic phase. Indeed, we
found that the power spectrum of the time dependence of the
order parameter exhibits a power-law behavior characteriz-
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FIG. 3. �Color online� Spatial correlation functions �for �=3.0�
of the orientational order parameter for different densities at
T=0.2715 corresponding to Fig. 2. The dashed line corresponds to
the decay exponent of 
6=1 /4.
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ing a critical state. Details on these dynamic characteristics
will be presented elsewhere �37�.

By tracing the P−� equation of state and calculating the
spatial correlation of the orientational order parameter for
this system, a qualitative PT phase diagram for �=3.0 has
been obtained, which is shown in Fig. 7. This corresponds to
one of the possible phase diagrams suggested by Nelson
�39�. To determine the approximate shape of the hexatic re-
gion, we used some points on the hexatic-liquid phase
boundary obtained from approximate calculations including
�Th , Ph�= �0.2715,0.01�, �0.4,5.175�, and �0.6,24.31�.

We also obtained isothermal curves at higher temperatures
of T=0.8, 0.85, and 1. At T=0.8, a van der Waals loop �for
gas-liquid coexistence� was found. And at T=1.0, the curve
increased monotonically, indicating that this temperature is
above the critical temperature. Since, on the isotherm at
T=0.85, the inflection point is shown approximately at
P=0.95, we can estimate the critical point as Tc�0.85 and
Pc�0.95.

An important feature of the phase diagram for the present
system of �=3.0 is that the region of hexatic phase extends

(a) (b)

(c) (d)

FIG. 4. �Color online� Configurations �for �=3.0� at T=0.2715 for densities �a� �=1.305, �b� 1.32, �c� 1.3275, and �d� 1.34. Symbols of
blue open circles and red open squares denote the defect sites of particles with five nearest neighbors and seven nearest neighbors,
respectively.
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FIG. 5. Histogram distributions �for �=3.0� of the density in
isobaric-isothermal ensemble simulations at P=0.03, T=0.2715 for
system sizes N=400, 1600, 3600, and 10 000, respectively. The
inset shows the spatial correlation of the orientational order param-
eter for system sizes N=3600 and 10 000. In both the inset and the
main figure the lines are only guides for the eyes.
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down to the solid-gas sublimation line at low pressures. That
is to say, the hexatic phase touches the area near the conven-
tional triple-point region. At these low pressures, the hexatic
phase would melt directly into a gaseous phase via a first-
order transition.

From our simulations, we observe a hexatic phase in co-
existence with a gaseous phase at low temperatures. Along
isotherms at low temperatures, with decreasing density, the
solid goes into the hexatic phase, and then at further decrease
of the density, the hexatic phase goes into coexistence with
the gaseous phase. This is illustrated in Fig. 8, where the
hexatic phase coexists with gas at temperature T=0.27. From
our calculations, we estimate that the temperature Ts-h-g of
the triple coexistence between the solid, hexatic, and gas
phases is located in the region 0.25�Ts-h-g�0.27.

Figure 9�a� shows part of an isotherm that goes through
the hexatic phase and the gas phase with the inset displaying
the extended part of the curve. Note that the pressure crosses
zero in the density region of 1.32���1.3225. In order to
understand how the system develops along the isothermal
curve under expansion �i.e., decreasing density�, we calcu-
lated, for densities near the hexatic-gas transition, the time
dependence of the magnitude of the global orientational or-
der parameter M6 defined above in Eq. �3� and also that of
the translational order parameter MT defined as

MT �
1

N



r

�G�r� �4�

�
1

N



r

exp�iG� · r�� . �5�

Here, G� is a reciprocal-lattice vector and r� refers to the po-
sitions of particles. As for finding the appropriate direction

for the G� vector, we followed the method devised by Bagchi
et al. �40�.

As can be seen from Figs. 9�b� and 9�c�, the system �at
T=0.27� remains in a hexatic phase for all of the four den-
sities including the negative pressure region with quasi-long-
range orientational order but with no translational order. This
corresponds to the region of an extended metastable hexatic
phase analogous to a conventional metastable solid or liquid.

Figure 9�a� shows the corresponding isotherm �T=0.27�
where we see that the hexatic phase extends from pressure
0.041 at density 1.33 down to the negative pressure region.
Even though it is rather difficult to identify the value of the
pressure for the exact hexatic-to-gas transition, we know at
least that, for thermal equilibrium, gas should be at a positive
pressure. There is also an upper bound for the pressure for
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FIG. 6. �Color online� Evolution of the orientational order pa-
rameter M6 corresponding to N=1600 system �with �=3.0� in Fig.
4 at P=0.03, T=0.2715. We can see strong fluctuations of the ori-
entational order parameter which is expected in a critical hexatic
phase.

FIG. 7. �Color online� A schematic phase diagram for the Morse
system with �=3.0. Solid lines denote first-order transitions and
dashed lines second-order ones. At very high pressures and tem-
peratures, the behavior of the system is dominated by the hard core
of the potential. Therefore, as in the case of nonattractive potentials,
systems at arbitrarily high pressure may undergo a first-order tran-
sition. The present diagram presumes the existence of an upper
bound for the hexatic region in the PT diagram. Note that the
hexatic-liquid transition line increases monotonically with positive
slope in the P-T plane. It was also shown from simulations that the
hexatic phase is extended above �in the value of the pressure� the
critical point �Tc�0.85, Pc�0.95�.

FIG. 8. �Color online� Configuration of the system with �=3.0
�Delauny triangulation from Voronoi construction� at T=0.27 and
density �=0.4, showing coexistence of hexatic and gaseous phases.
Voronoi lines outside the cluster are connected with particles be-
longing to other clusters. Symbols of blue open circles and red open
squares denote the defect sites of particles with five nearest neigh-
bors and seven nearest neighbors, respectively.
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the transition which is the pressure for the solid-gas spinodal
point �below P=10−3�. This means that a hexatic phase will
also intervene between the solid and gas at a positive pres-
sure in the phase diagram. This hexatic phase will turn into a
gaseous state via a first-order hexatic-gas transition.

Applying this idea to the isothermal curve at T=0.25 �Fig.
10�a�� and the time dependence of the orientational and
translational order parameter in Figs. 10�b� and 10�c�, we
also found that the solid phase �which has long-range orien-
tational and quasi-long-range translational order� is extended
to negative pressures implying solid-gas coexistence. There-
fore, we can see that the lowest temperature for the occur-

rence of a hexatic phase is located between T=0.25 and 0.27.
In the PT plane, this means that, at low pressures �but

larger than some small positive pressure�, with increasing
temperature, a solid goes into a hexatic phase and then into a
gaseous phase via a first-order transition that will preempt
the continuous unbinding of disclination pairs. Since the un-
binding of bound disclination pairs cannot take place with an
abrupt jump of volume into gas, some kind of nucleation
process must intervene in the hexatic-gas transition, which
will result in a first-order transition.

We have also investigated the cases of soft Morse poten-
tial with a smaller value of the parameter �=2.5. For the
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FIG. 9. �Color online� �a� Isothermal curve at T=0.27 with
�=3.0. The inset shows the extended line down to lower density
regime and the arrow indicates crossover from hexatic phase to
metastable one. �b� Time dependence �for �=3.0� of the orienta-
tional order parameter for different densities at T=0.27. �c� Time
dependence �for �=3.0� of the translational order parameter for
different densities at T=0.27.
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FIG. 10. �Color online� �a� Isothermal curve �for �=3.0� at
T=0.25. The inset shows the extended line down to very low den-
sity and the arrow indicates crossover from solid to metastable
solid. �b� Time dependence �for �=3.0� of the orientational order
parameter for different densities at T=0.25. �c� Time dependence
�for �=3.0� of the translational order parameter for different densi-
ties at T=0.25.
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case of �=2.5 �at T=0.2715�, which corresponds to an even
softer potential than the case of �=3.0 considered above, we
found that the behavior of the system in terms of the hexatic
phase formation is similar to the case of �=3.0, with the
only quantitative difference being the existence of a wider
region of hexatic phases than the case of �=3.0.

B. Modifications of the Morse potential and melting

Now, in order to understand the effect of the shape of the
potential in determining the tendencies of hexatic phase for-
mation, we first modified the Morse potential with �=3.0
such that the attractive tail part is removed and replaced by a
flat potential �which is shown in Fig. 11 as a solid line de-
noted by VI�. In this case, we could not observe a stable
hexatic phase at the typical temperatures where hexatic
phases were found when an attractive part of the potential
was present. This is evidenced by the existence of a van der
Waals loop in the equation of state �Fig. 12� and also by the
histogram of the density order parameter. In particular, the
histogram distribution �38� of the density order parameter for
different system sizes �N=900, 1600, and 3600� under exter-
nal constant pressure �NPT� with T=0.2715 and P=4.85,
which is shown in the inset of Fig. 12, exhibits double peaks.
We can see that the ratio between the peak height and the
valley for N=3600 becomes larger than that for N=900,
which corresponds to typical characteristics �the growth of
the free-energy barrier� of first-order transitions with increas-
ing system size.

In another modification of the potential, we replaced the
repulsive-core part of the Morse potential with �=3 by an
almost hard-core potential corresponding to the Morse poten-
tial with �=20. We note that the attractive part is kept the
same as the original �=3 case �shown as a dotted line in Fig.
11 denoted by VII�. For this case also, we found that the
system shows transitions of a first-order nature �numerical
results are not shown here�. These results imply that the soft-

ness of both the repulsive and the attractive part is important
for the existence of the hexatic phase.

C. The cases of Morse potentials with larger values of �:
�=3.5,4.0

Now, when the parameter � gets larger, we may expect
that the formation of hexatic phases will be hindered due to
the increasing hard-core repulsion and the shorter range of
the attractive part of the potential. This may result in distinct
characteristics in terms of the hexatic phase formation.

Indeed, when the system with �=3.5 was investigated, we
could find a qualitative difference in the characteristics of the
hexatic phase region where the region of the hexatic phase in
the PT plane is disconnected from the triple point and is no
longer bordering on the region of the gaseous phase. The
inset of Fig. 13 exhibits a van der Waals-like isotherm at
T=0.5 �above the triple point�, which implies a first-order
transition. This kind of first-order nature has also been shown
at T=0.35 �P�0.75�. Interestingly, at higher temperature of
T=0.7, it changes to a second-order phase transition as
shown in Fig. 13 with similar behavior of a second-order
nature being extended to higher temperatures such as
T=1.0 �with the pressure Pm of sold-hexatic transition
Pm�34.7 and the pressure Pi of hexatic-liquid transition
Pi�34.27�.

Therefore, we can see here that, as the value of � gets
larger, the onset of the hexatic phase in the PT phase dia-
gram gets shifted upward in pressure and temperature. In
order to further confirm this expectation, we investigated the
case of �=4.0. While at T=0.7 the system undergoes a first-
order transition �with the pressure at melting Pm�7.85�, at
T=1.0 �which is above the critical point� it exhibits a second-
order transition �with Pm�18.4 and Pi�18.1� implying that
the onset of a hexatic phase is shifted further upward, which
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FIG. 11. Modified potentials VI �solid line� and VII �dotted line�.
VI is obtained from the Morse potential with �=3.0 by removing
the attractive part �replaced by a flat potential� and shifting the
repulsive part upward to match the flat potential smoothly. On the
other hand, VII is obtained from the Morse potential with �=3.0 by
replacing the repulsive part by an almost hard-core repulsive wall
corresponding to �=20.0 while leaving the attractive part intact.
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FIG. 12. Pressure vs density at the temperature T=0.2715 and
P=4.85 obtained from NPT ensemble with N=3600 particles for
the repulsive Morse potential �derived from �=3.0�. The inset
shows the histogram of the density order parameter. We find a van
der Waals loop in the pressure-density relation as well as the double
peaks in the histogram of density order parameter �the inset� indi-
cating a first-order nature of the melting in this system of repulsive
potential.
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is consistent with our expectation. From these features of the
hexatic region, we may depict the schematic phase diagrams
for the case of �=3.5 as shown in Fig. 14. To identify the
location of the critical point, isothermal curves over
�=0.1–1.0 at T=0.6, 0.7, 0.8, and 0.9 were calculated.
Whereas it exhibits a van der Waals curve �going through a
liquid-gas phase� at T=0.6,0.7, a monotonic increase is seen
for temperatures above T=0.7, so that a critical line can be
located between T=0.7 and 0.8. Thus, the location of the
onset of the hexatic phase is located below the critical point.

In the case of the system with �=3.5, we may ask why
the hexatic phase exists at relatively higher pressures
whereas it disappears at lower pressures. This may be ex-
plained in the framework discussed in Secs. I and II. Namely,
near melting, a system under higher pressures would behave
in a way similar to another system with smaller values of �
�in terms of the repulsive part, to be more precise�. An in-
crease of pressure may be considered as a relative increase of
the range of the potential. Of course, this argument would
apply only when the repulsive core is soft enough for the
system to respond easily to external pressures.

III. SUMMARY AND DISCUSSIONS

We have shown in this work that the softness of the re-
pulsive part as well as the longer range of the attractive part
of the interaction are important for the existence of a stable
hexatic phase in simple atomic systems. This was supported
by modification of the Morse potential �with �=3.0� replac-
ing the attractive tail by a flat potential and retaining only the
repulsive part of the interatomic potential of the system, and
also by another modification where the repulsive part was
replaced by a very steep potential with the attractive part
kept unchanged.

These properties can also explain the existence of a
hexatic phase at higher pressures in which, due to the de-
crease of the interparticle distance, the particles of the system
may be considered as experiencing interparticle potential
with an effectively wider range. Due to this generic nature of
the hexatic phase, the hexatic regime in the phase diagram of

pressure versus temperature shrinks as the range of the po-
tential decreases, and also the lower bound of the hexatic
phase is shifted into higher pressures and temperatures. This
nature also implies the existence of an upper bound �in pres-
sure and temperature� for the hexatic regime since, at much
higher pressures and temperatures, the attractive part of the
interatomic potential plays a negligible role, with the behav-
ior of the system being determined by a stiff repulsive core.

For longer-ranged potentials with smaller values of �
such as �=3.0,2.5, the hexatic region in the PT phase dia-
gram borders on both a liquid as well as a gas phase. At low
pressures, as the temperature is increased, the solid goes into
the hexatic phase and then the hexatic phase turns into a
gaseous phase via a first-order transition. At higher pres-
sures, the solid goes into the hexatic phase and then into
liquids via a standard KTHNY scenario of continuous un-
binding of dislocations and disclinations. As the potential
gets stiffer and short ranged �larger values of � such as
�=3.5,4.0�, it was found that the region of hexatic phase
gets reduced and the hexatic phase regime does not border
the gaseous phase �thus not touching the triple-point region�.

It would be interesting to find a more microscopic mecha-
nism behind this behavior of the hexatic phase formation
depending on the range of the attractive potential and the
softness of the repulsive core. Presumably, these potentials
characterized by a soft and wide bottom region give rise to
strong local structural correlation of the particles that will act
favorably for the formation of the hexatic phase. In relation
to this, it may be worth mentioning the works of Wales et al.
reporting that decreasing the range of the interatomic poten-
tial decreases cooperativity of the atoms in the system be-
cause the motion of an atom depends only on its local envi-
ronment of closest atoms �41�. The fact that a longer range of
potential is preferred for the existence of the hexatic phase is,
therefore, correlated probably to the local cooperativity of
atoms. These may also be realizable in the cases of systems
described by long-range repulsive potentials �42�. A similar
scenario was suggested by Sear and Frenkel �see Ref. �43��.
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FIG. 13. Isothermal curve for the case of �=3.5 at T=0.7 and
0.5 �the inset�.

FIG. 14. �Color online� A schematic phase diagram for the
Morse system with �=3.5. We can see that the hexatic phase region
does not touch on the triple point. Solid curves denote first-order
transitions and the dashed lines second-order transitions. The loca-
tion of the onset of hexatic phase is located below the critical point.
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