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The long-time behavior of the first two moments and the correlation function for the output signal of a
harmonic oscillator with fluctuating frequency subjected to an external periodic force and an additive thermal
noise is considered analytically. The colored fluctuations of the oscillator frequency are modeled as a three-
level Markovian noise. Using the Shapiro-Loginov formula, the exact expressions of several stochastic reso-
nance (SR) characteristics such as the spectral amplification, the variance of the output signal, the signal-to-
noise ratio, and the SR gain have been calculated. The nonmonotonic dependence of the SR characteristics
versus the noise parameters as well as versus the input signal frequency and also the conditions for the
appearance of energetic instability are analyzed. In particular, the multiresonancelike behavior of the variance
and the signal-to-noise ratio as functions of the noise correlation time are observed and the connection between
the occurrence of energetic instability and the phenomenon of stochastic multiresonance is established. Some
unexpected effects such as the hypersensitive response of the spectral amplification to small variations of the

noise amplitude encountered in the case of a large flatness of the colored noise are also discussed.
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I. INTRODUCTION

The past decades have witnessed an increasing interest in
noise-induced phenomena in nonequilibrium systems. Sto-
chastic ratchets [1], noise-induced spatial patterns [2], hyper-
sensitive transport [3], stochastic resonance [4], noise-
induced multistability, and discontinuous transitions [5], are
a few examples in this field. One of the objects of special
attention in this context is the noise-driven harmonic oscilla-
tor. The harmonic oscillator is the simplest toy model for
different phenomena in nature and as such it is the typical
theoretician’s paradigm for various fundamental conceptions
[6]. The problem of noise-driven dynamics of a Brownian
harmonic oscillator was earlier formulated and solved by
Chandrasekhar [7], using the Langevin and Fokker-Planck
equations. Since then the Chandrasekhar model and its many
variants have been reappearing in literature. For example, the
study of a harmonic oscillator with random frequency is a
subject that has been extensively investigated in different
fields including physics [8,9], biology [10], chemistry [11],
etc. In most of the previous analysis the influence of white
noise is considered. However, more realistic models of
physical systems, such as, e.g., the dynamics of a dye laser
and the transport of proteins in cells that works in the pres-
ence of thermal noise and colored noise of biological origin,
require considering a system simultaneously driven by white
noise and colored noise. It is shown that the influence of
colored noise on the oscillator frequency may lead to differ-
ent resonant phenomena. First, it may cause energetic insta-
bility, which manifests itself in an unlimited increase of the
second-order moments of the output with time, while the
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mean value of the oscillator displacement remains finite
[8,12,13]. This phenomenon is a stochastic counterpart of
classical parametric resonance [8,14]. Second, if the oscilla-
tor is subjected to an external periodic force and the fluctua-
tions of the oscillator frequency are colored, the behavior of
the amplitude of the first moment shows a nonmonotonic
dependence on noise parameters, i.e., stochastic resonance
(SR) [15,16]. To avoid misunderstandings, let us mention
that we use the term SR in the wide sense, meaning the
nonmonotonic behavior of the output signal or some function
of it (moments, autocorrelation functions, signal-to-noise ra-
tio) in response to the noise parameters [15,17]. Third, in
some cases a bona fide resonance appears, where the mo-
ments and the signal-to-noise ratio (SNR) show a nonmono-
tonic dependence on the frequency of external forcing
[16,18].

Surprisingly, the existence of SR in the case of a harmonic
oscillator has never been linked to the potential conse-
quences of the energetic instability. Moreover, although the
two most common quantifiers for SR are the average output
amplitude, or the spectral amplification (SPA) and the signal-
to-noise ratio [4], it seems that the analysis of the behavior of
SNR for an underdamped harmonic oscillator with colored
noise excitations is still missing in literature.

Thus motivated, we consider a model similar to the one
presented in [15], except for some details of the noises, i.e.,
a harmonic oscillator with fluctuating frequency subjected to
an external sinusoidal force and an additive thermal noise.
The fluctuations of the frequency are modeled as a three-
level Markovian noise (trichotomous noise) [19]. Note that
in the model presented in [15] the thermal noise is absent and
the colored fluctuations of the frequency are assumed to be a
dichotomous noise. Although both dichotomous and trichoto-
mous noises may be useful in modeling natural colored fluc-
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tuations, the latter is more flexible, including all cases of
dichotomous noise. Furthermore, it is remarkable that for
trichotomous noises the flatness parameter «, in contrast to
the Gaussian colored noise, k=3, and symmetric dichoto-
mous noise, k=1, can be anything from 1 to . This extra
degree of freedom can prove useful in modeling actual fluc-
tuations.

The main contribution of this paper is as follows. We
provide exact formulas for the analytic treatment of the de-
pendence of SR characteristics (SNR, SR gain, variance of
the output signal, and spectral amplification) on various sys-
tem parameters: viz. temperature, correlation time, flatness,
noise amplitude, and frequency of the input signal. Further-
more, we establish the sufficient and necessary conditions for
the occurrence of energetic instability and analyze the behav-
ior of the instability region in the system parameter space. In
some regions of the system parameters, variations of the
noise correlation time can cause transitions between the
stable and unstable energetic states of the oscillator. The cor-
responding transitions are found to be reentrant, e.g., the
instability appears above a critical value of the noise corre-
lation time, but disappears again at a still higher value. On
the basis of exact expressions for SR characteristics we find
a number of cooperation effects arising as a consequence of
an interplay between multiplicative trichotomous noise, ther-
mal noise, and a deterministic force, e.g., (i) a hypersensitive
response of SPA to variations of noise amplitude; (ii) sharp
suppressions of SR gain at some values of the input signal
frequency by a high noise flatness; (iii) a multiresonance
behavior versus the correlation time of the output variance
and SNR associated with the critical characteristics of sto-
chastic parametric resonance.

The structure of the paper is as follows. In Sec. II we
present the model investigated. A description of the output
SR quantifiers is given and exact formulas are found for the
analysis of the long-time behavior of SPA, variance, SNR,
and SR gain. In Sec. III we analyze the conditions of ener-
getic instability and the dependence of the SR characteristics
on system parameters. Section IV contains some brief con-
cluding remarks. Some formulas are delegated to the Appen-
dix.

II. MODEL AND THE EXACT MOMENTS
A. Model

As an archetypical model for an oscillatory system
strongly coupled with a noisy environment, we consider the
stochastically perturbed harmonic oscillator with a random
frequency

X+ yX + [+ Z(1)]X = Ay sin Qr + £(1), (1)

where X=dX/dt, X(¢) is the oscillator displacement, 7 is a
damping parameter, the driving force &(¢) is a Gaussian white
noise with a zero mean and with the d-correlated correlation
function given by

(EEr'))=2Dd(t—1"). (2)

Fluctuations of the frequency w? are expressed by a Markov-
ian trichotomous noise Z(z), which consists of jumps be-
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tween three values: z,=a, 7,=0, z3=—a, a>0 [19]. The
jumps follow, in time, the pattern of a Poisson process, the
values occurring with the stationary probabilities p(a)
=p,(-a)=q and p,(0)=1-2g, where 0<g<1/2. In a sta-
tionary state the fluctuation process Z(r) satisfies

(Z(1) =0,

where the switching rate v is the reciprocal of the noise
correlation time 7.=1/v, i.e., Z(¢) is a symmetric zero-mean
exponentially correlated noise. The trichotomous process is a
particular case of a kangaroo process [20] with the flatness
parameter

(Z(t+ DZ(1)) = 2qa*e™", (3)

Lz 1
20y 2

(4)

In this work, we will restrict ourselves to the case where for
all states of the trichotomous noise the frequency of the os-
cillator is positive, i.e.,

a< o’ (5)

To find the first and second moments of X we use the
well-known Shapiro-Loginov procedure [21], which for an
exponentially correlated noise Z(¢) yields

d dm
E(Zm) = <ZE> - (Zm), (6)

where m is some function of the noise, m=m(Z).

B. First moments

From Egs. (1) and (6), we thus obtain an exact, linear
system of six first-order differential equations (A1) for six

variables, M, =(X), M,,=(X), M,;=(ZX), M, ,=(ZX),

M, s=(Z*X), M 1,65(22)'(). The solution of equations (Al)
can be represented in the form

6
M, ;= Ay, sin(Qf) + Ay cos(Qe) + X, CiLg e, (7)
j=1

where the coefficients Ly, i,j=1,... ,6, are given by Eqs.
(A2) and C; are constants of integration determined by initial
conditions, and {p;,j=1,...,6} is the set of roots of the al-

gebraic equation

[+ p(p+ Y[+ (p+ V)(p+ v+ Y]
—a’lo’ +plp+7y) +2qv2p+ y+1)]=0.  (8)

The coefficients A;, k=1, ...,12, are given by Egs. (A3) with
(A4) in the Appendix. Note that the moments M ; are inde-
pendent of the thermal noise &(r). One can check the stability
of the solution (7), which means that the solution of Eq. (8)
cannot have roots with a positive real part. According to the
Routh-Hurwitz theorem [22] this requirement is met by the
sixth-order polynomial in p in Eq. (8) for all values of the
parameters, if the inequality (5) holds. Thus in the long time
limit, #— <0, the moments M, ; are given by
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M, o= M(laf) =A,;_ sin(Q¢) + Ay; cos(Qr), i=1,...,6.

©)

Particularly, the first moment M (1""1?)=<X)as reads as
(X) s =A sin(Qt + ¢), (10)

where
AP+ (f, +2qga®)?
A2=A%+A§= olf1 gfz 261 )], (11)
VERP
- +2qa®

tancp—flf3 fa(f2 +2qa”) (12)

_f1f4+f3(fz+261a2)’

and the quantities f; (i=1,...,4) are determined by Egs.
(A4).

C. Second moments

Here we will evaluate the long-time behavior of the mo-
ments, My, =(X?), My,=(XX), M,3=(ZX?), M,,
=(ZXX), Mys=(ZX%), Mas=(ZXX). My;=(X?), Mg
=(ZX%), My o=(ZX").

Starting from Egs. (A5) and (9), we obtain that in the
limit t— 0 the moments M;”}?:M 2.il—e are given by

M5 = N+ oy sin(2Qu) + J5; cos2Q), i=1,...,9,
(13)

where the constants N; and J;, are determined with sets of
algebraic linear equations. Note that the result (13) is correct
only under the implicit assumption of energetic stability, i.e.,
the roots of the characteristic polynomial equation of the
nine first-order differential equations determining the mo-
ments M, ;, i=1,...,9, cannot have positive real parts. This
characteristic polynomial equation reads as

(p+y+v)((p+V(p+y+v[4o +plp+27)]
x{[40* + (p+ v)(p+v+29) T - 16a*
—8qa*v{[40* + p(p+2Y) ]+ 2p+2y+ 1)} =0.
(14)
By the condition (5), Eq. (14) and the Routh-Hurwitz theo-

rem yield the necessary and sufficient condition for energetic
stability, namely

N Yy + v)[4® + v2y+ )

cr

2< = .
@ 160’ y(y + v) + 2q[40’v+ 2y + v)’]

(15)

We note that in the case of dichotomous noise this condition
for stability is in accordance with the results of [13]. Hence-
forth in this section we shall assume that the condition (15) is
fulfilled. Turning now to the Eq. (13), we consider quantity
N in more detail. It follows from Egs. (A5) and (13) that the
time-homogeneous part of the second moment Mg“j)z(th,x
is given by
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Ny = Siz(Sl +2D(v+ P{[40” + v(v+29) T - 16a°(1 - 29)}),

(16)
where
S, =Ag((2y+ v){8A;, + 42y + 1Ay - [40* + v(2y + V)]
X[2A7+ 2y+ v)AslH+ (y+ v)(yA; + A3)
X{[4w* + v(2y+ v)]* = 16a%} + 8qa*v(2A; — vA,))
(17)

and

2
a
S, =20 Y y+ v)[4o® + v(2y+ v)]2[1 - (—) ] . (18)
Particularly, the time-homogeneous part of the variance of
the oscillator displacement X can be expressed as

QO 2/} 2
o’ (X) = ;Tf ((X)as = (X)2)dt =Ny - A; (19)
0

Evidently, if the noise amplitude a tends to the critical value
a.,, the second moment (X?),; diverges.

The two-time correlation function (X(r+7)X(2)),,
—(X(t+7)),5(X(2)),, in the limit 7— o depends on both times
t and 7 and becomes a periodic function of # with the period
of the external driving, T=27/). Thus, as in [23], we define
the one-time correlation function K,;(7) as the average of the
two-time correlation function over a period of the external
driving, i.e.,

T
Ki(9=1 f QLK1+ XD s = (XXt + )]

0

(20)
Using Egs. (1), (6), and (9) we obtain
6
K/(D=2, Cie?i"+ e B, sin(Q17) + B, cos({27)],
j=1
21)

where p; are the roots of Eq. (8) and the constants C; are
determined by the nonhomogeneous system of six linear al-

gebraic equations,
° 1
> L;jCij=N;-By;— 5(A1A2i—1 +A)Ay), (22)
j=1

where i=1,...,6, the coefficients L; ; are the same as in Eq.
(A2), and the quantities N;,i=2,...,6, and B|,By;,i
=1,...,6 are given by Egs. (A6)—(A8) in the Appendix.
Thus the one-time correlator

T
K(7n)= %J diX(t + 7)X(1)) 4 (23)
(

0

can be written exactly as the sum of two contributions,
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2

K('T)=K1(T)+K2(’T), Kz('T):A? COS(QT), (24)

i.e., the coherent part K,(7), which is periodic in 7 with the
period T, and the incoherent part K,;(7), which decays to zero
for large values of 7. Note that the real parts of p; are nega-
tive. According to [23], the output SNR (R,,,) at the forcing
frequency () is defined in terms of the Fourier cosine trans-
form of the coherent and incoherent parts of K(7). Namely,

Iy
R,,=—, 25
out Fl ( )
where
2 (T A?
r,= —f d7K,(7)cos(Q7) = — (26)
and
2 o]
= —f d7K(7)cos({27)
™J0
% ;[Q B, + (¥ +20%)B,]
a\ v(V” +40?) =t 2
¢ p
-> c—L> (27)
= jQ2+PJZ~

== (28)

The SR gain Q is defined as the ratio of the output SNR to
the input SNR, i.e.,

R, 2DA?
0= = 7 (29)
Rinp al 1A0

It is worth pointing out that the SR gain cannot exceed unity
because of the linearity of the dynamical system (1), and it
increases monotonically as D increases.

III. RESULTS
A. Energetic instability

Our next task is to find the boundaries of the region of
energetic instability in the parameter space (v, 7). The typi-
cal forms of the graph agr( v) are represented in Fig. 1. From
Eq. (15) one can discern two cases. First, if the damping is
sufficiently strong, y> ¥*, then the function agr( v) increases
monotonically from the value w* to infinity as the switching
rate v increases [see curve (1) in Fig. 1]. Thus, by the con-
dition (5) the system is stable, i.e., no energetic instability
can occur. The critical damping parameter y* is given by the
system of algebraic equations,
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FIG. 1. Dependence of the critical noise amplitude agr on the
noise switching rate v, obtained from Eq. (15). The parameter val-
ues: w=1, g=0.35. The dashed curve (1) and the solid curve (2)
correspond to the values of the damping parameter y=0.33 and vy
=0.3, respectively. Note the nonmonotonous dependence of agr on v
for y=0.3.

d 2

E}azr v) =0, V2 cr
where a?(v) is given by Eq. (15). For example, in the case of
dichotomous noise, g=1/2, the critical parameter (y%)?
—(3\3 5)w?. Second, in the case of y<y*, Eq. (15) dem-
onstrates that the functional dependence of agr on the noise
correlation time 7,=1/v exhibits a resonance form as 7, is
varied. For increasing values of v, the critical noise ampli-
tude a,, starts from the value w?, increasing to a local maxi-
mum d. q. Next it decreases, attaining a local minimum
Ao min» and then a, tends to infinity as v— oo [curve (2) in
Fig. 1]. Relying on Fig. 1 and Egs. (5) and (15) one can find
the necessary and sufficient conditions for the emergence of
energetic instability (and reentrant transition) due to noise
correlation time variations. Namely, energetic instability ap-
pears for the parameter values

a’(v) =0, (30)

2

2 4
y<v* ai<o' a ., <d <o (31)

where azr min corresponds to the local minimum of the func-
tion a; (v) This case is characterized by the following sce-
nario: For small values of the switching rate, v<<v,, where
a<a(v), the system is stable. At v=v,, i.e., a=a.(v;), the
system becomes unstable. In the interval v <v<w, of the
switching rate there appears an instability, where the second
moments of the oscillator displacements diverge. At v=w,,
where a=a(v,), the energetic instability disappears and the
system approaches the stable regime, thus making a reentrant
transition. In Fig. 2 the scenario described above is illus-
trated for the damping parameter y=0.01. Now, we will
briefly consider the necessary condition for instability, a;,
<o

Figure 3 shows a phase diagram in the v-vy plane at sev-
eral values of ¢g. The shaded region in the figure corresponds
to those values of the parameters v and y at which energetic
instability is possible. As the damping parameter 7y increases
the region of instability narrows down and disappears at the
critical value of the damping parameter v,(q). Hence, there
is an upper limit vy,(g) for the damping parameter at greater
values of which the instability cannot occur. The boundary of
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FIG. 2. Dependence of several SR characteristics: the output
SNR (R,,,) the variance (¢?), and the SPA (A2) computed from
Egs. (11), (19), and (25) with Ag=w=1, y=0.01, ¢=0.2, 0=0.9,
a=0.9, and D=0.001, on the noise switching rate ». Solid line,
Ryw/D vs v; dotted line, o2 vs v; dashed line, 242 vs v. In the
interval v e (0.031,32.9), the phenomenon of energetic instability
occurs. Note the relatively rapid increase of SNR at v=32.9.

the region of the instability phase and the critical parameter
Y(q) are given by the fourth-order polynomial equation

[v(v+27) + 40’ [ve? - y(v+ v)(v+27)]
=(1-2¢9) 0 [40’v+ (v+29)°]. (32)

In the case of dichotomous noise, g=1/2, Eq. (32) reduces to
a second-order equation and the boundary of the instability
v (7y) reads as

ba(y)= ziyw— 3P Vo't 7 6. (33)

Thus, in this case ycr(%)=w(\e’5—1). The tendency apparent

in Fig. 3, viz. a decrease of v, as the flatness parameter «
1 . . .

=3, of the noise Z increases is a general feature of y.(q).

Thus, in some parameter regimes energetic instability is pos-

sible, only if y<w(y2-1).

10° |
10!
107!

-~

1073

107

0.1 0.2 0.3 0.4
Y

FIG. 3. A plot of the phase diagram in the v-y plane at w=1.
The shaded domain in the figure corresponds to the region where
noise-induced energetic instability is possible. The lines depict the
borders of the energetic instability regions for several values of the
noise parameter ¢, [see Eq. (32)]. The curves (1), (2), and (3) cor-
respond to the values of the parameter g=0.1, ¢=0.3, and ¢=0.5,
respectively.
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Another important critical parameter is a., p,, because of
the conditions (31) for the occurrence of energetic instability.
It follows from Eq. (15) that a?, decreases monotonically as
the noise parameter g increases or as the damping coefficient
decreases. The functional dependence of a. on the noise
switching rate v is more complicated, exhibiting several ex-
trema (see Fig. 1). To get more information, we shall study it
in the asymptotic limit of low damping. In general, the pa-
rameter d., ,, can be found by numerical calculations from
Eq. (15). In the low-damping limit, we allow y to become
small y<<7y, and use 7y as a perturbation parameter. In this
case the critical parameter a , and the corresponding
switching rate v,, can be given as

s 2yw?

crmin
q

The interesting feature of the result (34) is that Eq. (34)
establishes a quantitative connection between stochastic 0s-
cillator instability and the parametric instability of a deter-
ministic oscillator. Note that one of the trademarks of para-
metric resonance of the deterministic harmonic oscillator
with a periodic perturbed frequency w is that the most pro-
nounced instability is induced by a superharmonic perturba-
tion with the frequency w,~2w [14]. Thus, the minimal
value of the noise amplitude at which the instability of the
oscillator develops corresponds to the noise switching rate
which coincides with the leading frequency of the parametric
resonance for a deterministic oscillator.

_(2-4q)y

a (34)

, VYV, =20

B. Response to noise amplitude

Next we consider the dependence of several SR charac-
teristics on the noise amplitude a. In Fig. 4 we depict, on
three panels, the behavior of A2, o2, and the SR gain Q for
various values of the temperature D. In the case considered,
the critical noise amplitude (a.,~0.995) is very close to the
maximal value of the noise amplitude, a=1. Here we empha-
size that for all figures throughout this work we use a dimen-
sionless formulation of the dynamics with w=1 and Ay=1.
All SR characteristics exhibit a nonmonotonic dependence
on the noise amplitude, i.e., a typical SR phenomenon con-
tinues to increase a. Clearly, additive thermal noise does not
affect the spectral amplification A2, but the variance o” in-
creases rapidly as the temperature D increases. For the pa-
rameter regime a <a,,, the main contribution of the tempera-
ture appears as an additive term D/y in o [cf. Egs.
(16)—(19)]. The main effect of temperature on the SR gain Q
is that the resonance maximum of Q increases monotonically
up to 1 as D increases.

As shown in Fig. 4(a), the curve A% vs a first exhibits a
maximum and then a minimum appears, that is to say, the SR
exhibited first is followed by a suppression. Most important,
we observe that the resonance of SPA occurs for the noise
amplitude a=~|Q%-w?|, thus the resonance of SPA corre-
sponds to the resonance frequency of the deterministic sys-
tem for the fixed colored noise state zz;=—a. A resonancelike
peak of the variance o at a = |Q2>—w?| is also observed [Fig.
4(b)]. This behavior of the variance, i.e., a strong amplifica-
tion of the variance at the resonance peak of SPA, is quite
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FIG. 4. SR characteristics [(a) the SPA (A?), (b) the variance
(6?), and (c) the SR gain (Q)] versus the noise amplitude a at
several temperatures: D;=0.01 (solid line), D,=0.1 (dashed line),
D3=1 (dotted line) [Egs. (11), (19), and (29)]. Parameter values:
v=0.001, v=0.02, g=0.001, Q=1.2, w=Ay=1. Note that the criti-
cal noise amplitude a..=~0.9954.

robust and occurs within a broad range of system parameters.
With increasing the noise amplitude, one observes another
region at the critical noise amplitude (a=a,), where the
enhancement of the variance vs a is extremely rapid. Particu-
larly, o? increases unrestrictedly as energetic instability ap-
pears. Taking into account the behavior of o2, the highly
nonlinear dependence of the SR gain Q on the amplitude a is
not surprising [Fig. 4(c)]. It is intuitively clear that as the
variance o2, i.e., the initial value of the incoherent part of the
correlation function increases, the noise output spectral den-
sity I';1(Q) [see Eq. (27)] increases as well. So the appear-
ance of the resonance peak in the Q values is due to a very
strong suppression of the SR gain by variance amplifications.
Hence, the key factors for the appearance of SR in Q (as well
as in R, are the occurrence of energetic instability and the
resonance of SPA at some values of the noise amplitude a.
An interesting peculiarity of Fig. 4(a) is the rapid decrease
of the SPA from the maximum to the minimum as a in-
creases. It is noteworthy that in the case of dichotomous
noise such an effect is absent. The effect is very pronounced
at low values of the switching rate v and a low damping y

PHYSICAL REVIEW E 78, 031120 (2008)

0.019

0.0195 0.02
a

0.0205 0.021

FIG. 5. A plot of the dependence of the SPA (A?) and the vari-
ance (¢°) on the noise amplitude « in a region of hypersensitive
response [Egs. (11) and (19)]. System parameters values: y=107%,
v=107%, g=1072, 02=0.99, D=0, and Ay=w=1. The values of A>
and ¢ at the local maximum are A2 =14 333, 07,=495296. The

solid line and dotted line correspond to AZEAz/Afn and o?
=d?/d? respectively.

m’

(see Fig. 5). To throw some light on the physics of the above-
mentioned new effect, we shall now briefly consider the be-
havior of the SR characteristics A> and o2 in the parameter
regime

r<y<glo®-0 <1, g<I. (33)

In this case, from Eqgs. (A4) and (11) it follows that the SPA
reaches the maximum A2 ~AZ2¢*/(Q%y) at

A= Apax =~ |()2 - w2|

and the minimum A2, ~A20292/[¢2(Q?- w?)*] at

|0 - o]
a=ay, =~ —.
min \”m

For sufficiently strong inequalities (35), Arznin tends to zero

and A2 grows up to very large values. Thus in the case
considered the SPA is extremely sensitive to a small variation
of a: Aa=a,—apmx = q|Q>—?|. Note that this small inter-
val of the noise amplitude, a € [|Q*-?|,(1+¢)|Q%*-o?]],
also contains a very narrow and high SR peak of the variance
with the maximal value 0% ~AJq/(2Q?9?). The above for-
mulas for Afnax and 0'2maX indicate that the main mechanism
for the formation of SR in the SPA and ¢~ is the conventional
amplitude-resonance generated by an external periodic forc-
ing with the frequency )=\ w? =+ a. More precisely, consider
an ensemble of realizations of the stochastic oscillator for
each of which a particular sequence of switching times, be-
tween the states of the nonequilibrium noise Z(r), is chosen
from the distribution of switching times. For a given time
moment ¢ the relative amount of realizations with the noise
state zz=—a is g. As the switching rate v and the damping
coefficient y are small (the noise correlation time is long)
there is, between two switchings of the noise Z(r), enough
time for a very strong amplification of the amplitude of X(z),
which happens in the noise state zz;=—a due to the conven-
tional resonance at )=\ w’—a. Particularly, in the state z3
=—a all these realizations are strongly synchronized because
of the phase lag ¢=—m/2 between the periodic driving force
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and the periodic response of the system by resonance. There-
fore, although the fraction of such realizations is low (g
< 1), the contribution of these realizations still dominates by
the formation of SR in the SPA because of high amplitudes
and synchronization. As the noise amplitude increases, the
drastic decrease of SPA and also the appearance of the reso-
nant amplification of the variance (see Fig. 5) indicate a
rapid desynchronization of the realizations of the stochastic
oscillator. Note that the above scenario accords with calcu-
lations of the phase lag ¢ for the mean displacement of the
oscillator [Eq. (12)]. For example, in the case of the system
parameters used in Fig. 5 the result is as follows: As a is
gradually increased from zero and swept through the reso-
nant amplitude a=0.02, ¢ first decreases very slowly and
later quickly from zero, passes through —m/2 when a
=~().02, and quickly approaches zero when a>0.02.

C. Response to noise correlation time

The qualitative behavior of the SR characteristics A2, o,
and R, versus the noise correlation time 7.=1/v is sensitive
to values of other system parameters. In the case exposed in
Fig. 2, for the variance o° the SR phenomenon is absent, o°
increases monotonically to infinity as v tends to v, a
=a,(v,), i.e., instability appears; next, if v>v,>v|, a
=a.(v,), 0 decreases monotonically from infinity to D/y
=0.1. In contrast to the variance both the SPA (A?) and the
output SNR (R,,) vs v exhibit SR. For the SPA the reso-
nance maximum appears at the noise switching rate v=2,
which is in the region of energetic instability.

Here we remind the reader that SPA is determined with
the first-order moment of the displacement of the oscillator
and is therefore always stable. It is remarkable that the maxi-
mum of the SPA corresponds to the value of the noise
switching rate at which the critical noise amplitude a., is
minimal, i.e., the growth rate of displacement realizations is
maximal. The explanation of this stability in terms of our
parametric oscillator description is that in the averaging pro-
cedure, displacements that grow exponentially in the positive
direction are canceled by others that grow exponentially in
the negative direction [8]. For the output SNR one must dis-
cern two regions of v values. If v> v, (the right stability
region), the SNR grows monotonically from zero, while in
the case of v<<w, (the left stability region) SR appears. Note
that the SNR always decreases to zero when the noise
switching rate tends to zero or when energetic instability
occurs (v— ).

Though the behavior of SNR at v; is a simple conse-
quence of the circumstance that at the instability the noise
output spectral density I';(Q) [Eq. (27)] tends to infinity, the
behavior of SNR at ¥— 0 is more supple. Namely, the limit
v— 0 for the noise output spectral density is not continuous:
If v>0, but very small, then the incoherent part K;(7) of the
correlator (23) decreases very slowly as 7 increases [see Eq.
(21)]. Because of this, I';(€2) is very large and tends to in-
finity as v— 0, while the SNR tends to zero; if =0, the term
which is proportional to exp(—»7) in Eq. (21) is a periodic
function and as such should be considered in the coherent
part K,(7) of the correlator (23). In the last case (v¥=0) the
noise output spectral density is finite.
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FIG. 6. SNR (R,,,) versus the noise switching rate v at w=A,
=1 for several parameter regimes [Eq. (25)]. Solid line, B,=1, y
=7% 1074, D=10"3, ¢=0.5, a=0.055, Q=0.8; dotted line, B,=4,
y=1073, D=0.1, ¢=0.41, a=0.061, Q=1.2; dashed-dotted line, 35
=12, y=1073, D=1, ¢=0.41, a=0.061, Q=1.2. In the case of curve
(1) (solid line) energetic instability occurs in the interval v
€ (1.338,2.981).

As mentioned above, there are certain ranges of system
parameters for which the behavior of SR characteristics can
be qualitatively different. A plot (Fig. 6) of the output SNR
vs the noise switching rate for different system parameters
shows a double resonant peak structure with quite different
heights of peaks. This double resonant structure can be inter-
preted as the splitting of the resonant peak considered by Fig.
2, which is due to the nonlinear influence of noise correlation
time on the noise output spectral density. Note that the sec-
ond minima of the curves (2) and (3) in Fig. 6 correspond to
the noise switching rate ¥~ 2 at which the critical noise am-
plitude is minimal, ag ;,,~0.07, and the variance o> is
maximal [see Fig. 7, curve (3)]. It is remarkable that for the
parameter regimes considered by the curves (2) and (3) in
Fig. 6 the variance exhibits a single-peak form of SR, as
shown in Fig. 7 with curve (3). The SPA is, in this case,
rather a decreasing function of v, while the SR phenomenon
is absent.

The phenomenon of multiresonance is not restricted to the
output SNR. Figure 7 depicts double-peak SR for the vari-
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FIG. 7. Variance of the output signal (¢02) versus the noise
switching rate v for different values of the external forcing fre-
quency  and temperature D [Eq. (19)]. The system parameter
values: Ap=w=1, y=10‘3, g=0.41, a=0.061. Dashed-dotted line,
Bi1=5, 0=0.8, D=0; dotted line, B,=1, 2=0.9, D=0; solid line,
B;=02, Q=1.2, D=0.1. The inset depicts o> vs v in the parameter
regime, (1=1.2, D=0.
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FIG. 8. SR characteristics [the SPA (A?), variance (02), and
SNR (R,,)] as functions of the frequency Q of an external field
[Egs. (11), (19), and (25)]. The parameter values: Ag=w=1, y
=0.1, a=0.9, v=0.1, g=0.3, D=0. Solid line, S00R,, vs (2; dotted
line, 3A% vs Q; dashed-dotted line, o2 vs Q.

ance o~ vs v for different values of the driving frequency (.
Although, in the case of a <a,, y;, the position of the second
peak is nearly independent of (), it is determined by the
value of v at the minimum of a.(v): The first peak of the
variance quite strongly depends on () as both its magnitude
and its position change. If ) <1, then with an increase of ()
the magnitude of the first peak of ¢ increases more rapidly
than the magnitude of the second peak, while its position
shifts towards smaller values of the noise switching rate. In
the case of 1> 1, the second peak is more pronounced than
the first. Particularly for variance the phenomenon of multi-
resonance is sensitive to input thermal noise. As the tempera-
ture D increases from zero the double-peak structure of SR
disappears and the SR is characterized by a single-peak form
[cf. the inset and curve (3) in Fig. 7].

D. Bona fide resonance

The dependence of the SR characteristics A%, 02, R, and
Q on the frequency () of the input signal is shown in Figs. 8
and 9 for different parameter regimes. These graphs show a
typical resonance, with nonmonotonic behavior for the fre-
quencies () close to several resonance frequencies, which is

0.95 1.0 1.05

FIG. 9. Dependence of the SR characteristics [SPA (A?), the
variance (¢2), and the SR gain (Q)] computed from Egs. (11), (19),
and (29) for Ag=w=1, y=0.01, v=0.001, a=0.1, g=0.001, D=10,
on the frequency ). Dashed line, 10Q vs Q; dotted line, o
—(D/y) vs Q; solid line, 10734 vs Q.
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a bona fide resonance phenomenon. For zero temperature,
but intermediate values of other parameters (Fig. 8), the po-
sitions of the resonance peaks for SPA and variance repro-
duce quite exactly the three-level structure of the multiplica-
tive noise Z(r). These three resonance peaks occur at the
frequencies ;=~\w’—a, Q,~w, and O3~ \w’+a, which
correspond to the noise states z;=-a, z,=0, and z3=a, re-
spectively. The monotonic decrease of the height of the reso-
nance peaks mimics the decrease of the resonant amplitude
of the periodically forced deterministic oscillator as the reso-
nant frequency increases. For the output SNR the picture of
the graph is more complicated, exhibiting eight local extre-
mums. Compared to the SNR and variance, it is seen that the
three minima of R, correspond to the three maxima of o?.
The second minimum and maxima form due to different non-
linear behaviors of the characteristics I'5(2) and I";(Q) of
the coherent and incoherent parts of the correlator K(7) [Egs.
(25)-(27)].

A new interesting phenomenon for the SR gain Q occurs
at very small intensities of the multiplicative noise Z(r) and
at relatively high values of thermal noise. Figure 9 shows the
dependence of A% ¢, and Q on the frequency () at the
following parameter values: y=0.01, v=0.001, a=0.1, ¢
=0.001, and D=10. Since the probability ¢ for jumps to the
states z;=a and zz3=-a is very small, the secondary reso-
nance peaks of the SPA are absent and the peaks of the
variance are small. Actually, in the case of the system param-
eters applied in Fig. 9 the deviation of the values of ¢, at the
secondary peaks from the asymptotic value D/ vy is less than
0.5%. However, quite surprisingly the SR gain Q shows two
sharp (and strong) minima at supplementary resonant fre-

quencies, ), =~ Jw?—a and Q,= Vw?+a. Thus in some cases,
the investigation of the dependence of SR gain or of the
output SNR versus the input signal frequency can yield im-
portant information about the structure of a multiplicative
noise in oscillator devices, even if the intensity of the noise
is very small. Finally, it is notable that in the case of dichoto-
mous noise (¢g=1/2) such an effect is absent.

IV. CONCLUSIONS

In this work, we have analyzed the phenomena of SR and
stochastic parametric resonance within the context of a noisy,
harmonic oscillator with a fluctuating frequency driven by
sinusoidal forcing and by an additive thermal noise. The fre-
quency fluctuations are modeled as a colored three-level
Markovian noise. The Shapiro-Loginov formula [21] allows
us to find a closed system of equations for the first-order and
second-order cumulants and the exact expressions for the
long-time behavior of several SR characteristics, such as
SPA, variance, SNR, and SR gain. A major virtue of the
investigated model is that an interplay of three-level colored
noise and the external periodic forcing in a noisy, harmonic
oscillator can generate a rich variety of nonequilibrium
cooperation effects.

One of our main results is that for a harmonic oscillator
colored fluctuations of the frequency can cause correlation-
time-induced transitions from energetic stability to instability
as well as in the opposite direction. Furthermore, the transi-
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tion is found to be reentrant, e.g., if the damping coefficient
is lower than a certain threshold value, then the energetic
instability appears above a critical value of the noise corre-
lation time, but disappears again through a reentrant transi-
tion to the energetically stable state at a higher value of the
noise correlation time.

As another main result we find the existence of a multi-
resonance behavior versus the noise correlation time of the
variance and the SNR, and show that this phenomenon is
significantly associated with the critical characteristics of
stochastic parametric resonance. This finding complements
the recent results reported in Refs. [15,16], where, in the case
of dichotomous noise, mainly the behavior of the SPA of a
noisy, harmonic oscillator is studied and a single-peaked SR
versus correlation time is established.

Finally, it is remarkable that in the case of trichotomous
noise there occur some phenomena, which are absent in the
case of dichotomous noise, particularly: (i) In some paramet-
ric regions we have established the effect of a very sensitive
response of SR characteristics to small variations of the noise
amplitude (see Fig. 5), where, e.g., SPA displays a quick
jump from a very high value to a low one as the noise am-
plitude increases but a little; (ii) surprisingly enough, at rela-
tively high temperatures and a large flatness of the colored
noise, the SR gain versus the forcing frequency shows two
pronounced, sharp minima, whereas for the SPA and vari-
ance the counterparts of such extrema can hardly be recog-
nized (see Fig. 9). Those features of the stochastic oscillator
are mainly of theoretical interest so far, as possible applica-
tions are not clearly identifiable yet. However, the result sug-
gests that investigation of the SR gain versus input signal
frequency can reveal important information about the struc-
ture of multiplicative noise in oscillator-devices, even if the
intensity of the noise is very low. It seems that this possibil-
ity is worth being addressed in detail in some future study.
Furthermore, in the case of trichotomous noise the results
indicate that SR phenomena are sensitive to noise flatness,
which is defined as the ratio of the fourth moment to the
square of the second moment of the noise process. Thus, it is
important to investigate the influence of the flatness of fluc-
tuations on the stochastic resonant phenomena in more
detail.
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APPENDIX: FORMULAS FOR THE COEFFICIENTS OF
THE EXACT MOMENTS

Differential equations for the moments M, ;

Using a procedure analogous to the one which is repre-
sented in [15], one obtains from Egs. (1) and (6),

Ml,l =M1,2v

PHYSICAL REVIEW E 78, 031120 (2008)
Ml,z =—yM,,~- w2M1,1 -M,3+A sin(Q21),

M 3=M,,—vM, 3,

MI,S :Ml,6_ VMI,S + 26]612VM1,1,

Mig=—(y+ )M, 5— &M, 5—a’M, 5+2qa*vM, ,

+2ga*A, sin(Qr), (A1)
oy dM
where M = 2
Coefficients L;; of Eq. (7)
The coefficients L, i,j=1,... ,6, are given by formulas

Lij=1, Ly;=p; L3;=—[0"+pip;+].

Lyj=(pj+ V)3, Ls;=~ L3,j[(pj +v)(pj+v+y)+ w?],

Le;=(p;j+v)Ls;~2qa’v, (A2)

where the quantities p; are the roots of the algebraic equation

(8).
Coefficients of the first moments

Here we list the expressions of the coefficients A, in Eq.

),

A _Ao[f1f4+f3(fz+2qa2)]
1= )
fi+1i
A _Ao[f1f3—f4(fz+2qa2)]
2= 2, R )

f3i+1;
A3=—QA2, A4=QA1,

As=Ag+ (O% - A, + Q9A,,
Ag= (07— 0)A; - QA
A= vAg+ Q7 - @) + YQJA + QLry - (Q° - 0?)]A,,
Ag=0Ay+ Q[(Q% - 0?) — vy]A; +[YO? + v(Q? - 0?)]A,,
Ag= QA5 - 0As— (v+ YA,
Ap=—0A; - 0’Ag— (v+ Y)As,
Ay =1vAg— QA —2qa’vA,,

A12=QA9+ VA10—2q612VA2 (A3)

where the quantities f; (i=1,...,4) are determined as
follows:
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fi=20y+20)[n(y+ 1) + 0’ - O],
fr=lvly+ 1)+ - QP - QP (y+20)* -,
f3=[fa(0® - Q%) - Qyfy] - 2qa’v(v + ),
f1=[Qvfs + (0 - Q) f1] - 4qa v, (A4)
Differential equations for the moments M, ;

From Egs. (1) and (6) nine linear differential equations
can be obtained for the moments M, ;, i=1,...,9,

Mz,l = 2M2,2’

Mz,z =My7-yM, - szZ,l —My3+AM, sin(Q1),
My ==2yMy7 =20 My, —2M, 4+ 2A0M 5 sin(Q1) + 2D,
Mys3=~vM,3+2M,,,
Myu=Myg—(y+ V)Myy— 0*My3—Mys+AgM, 5 sin(Qr),
Myg=—Qy+v)Myg—20*My 4 — 2M, ¢+ 2A0M 4 sin(Qr),
M2,5 =—VvMys+2M;,c+ anvaz,l,

Mys=Myg—(y+ V)Myg— 0*Mys— a*M, 5 +2qa*vM, ,
+ AOMI,S Sln(Qt) .

MZ,9 = - (2'}/+ V)Mlg - 2&)2M2’6 - 2a2M2’4 + ZCIGZVMZJ
+2A0M ¢ sin()1) + 49a*D (A5)

. ©__dM
with M=7".
Coefficients of the second moments

The time-homogeneous parts N; of the moments M(z‘ff), i
=2,...,6, in Egs. (13) and (22) are given by

N2=O,

1
Ny=——[-2y0?N, +Ay(yA, + A3) +2D],
v+2y

14
N4: EN?,,
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N 1(2 2+V( +2))N+
=——(2w —
> 2 2 VTV 2(v+ )

1
X [2qa2VN] +A0(A7 + §(v+ 2y)A5>],
v 2
N6=5N5—qa VNI, (A6)
where N, is determined by Eq. (16).
The coefficients B; and By;, i=1,...,6, in Egs. (21) and
(22) can be given as
G026
TG+ 0%
B,=QB, - vB,,
Be=[(Q° - ) - u(v=7)]B, + Q2v-¥)B,,

By = Q{[(Q* - @) = u(v = 9B, - Q(2v~ ¥)By},

Byp=Q(v=y[2(Q* - @) + v¥]B; +{(Q* - ))[(2* - ”)

Aghs
2 9’

- v(v- Y]+ yQ*2v-y)}B, +

By = Q{(Q% - oH)[(Q* - o) — v(v— )]+ Q*¥(2v - ¥)}B,

0OA
{0 (v-y[2(0% - 0?) + vy] + 2ga’*V}B, + 20A6 ,
(A7)
where

A
Fi= ?O[anzAz —Ajg— YOAs - (Q% - 0?)Ag],

A
Fy= ?O[Z‘IGZI‘H + ¥QAg - Ag — (Q% - 0?)As],

G, =[(Q% - 0?)* + >V (Q* - ) = v(v= )]
+20%y(v - Y)[2(Q° - ) + yr] - a*(Q° - &)
+v(v-y)a*(1-2q),

Gy =(2v=39[(Q° - 0>+ VY] + 29(v - y)[MQ* - &)
- 2907+ a*y-2va*(1 - 2q). (A8)
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