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Reputation-based partner choice promotes cooperation in social networks
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We investigate the cooperation dynamics attributed to the interplay between the evolution of individual
strategies and evolution of individual partnerships. We focus on the effect of reputation on an individual’s
partner-switching process. We assume that individuals can either change their strategies by imitating their
partners or adjust their partnerships based on local information about reputations. We manipulate the partner
switching in two ways; that is, individuals can switch from the lowest reputation partners, either to their
partners’ partners who have the highest reputation (i.e., ordering in partnership) or to others randomly chosen
from the entire population (i.e., randomness in partnership). We show that when individuals are able to alter
their behavioral strategies and their social interaction partnerships on the basis of reputation, cooperation can
prevail. We find that the larger temptation to defect and the denser the partner network, the more frequently
individuals need to shift their partnerships in order for cooperation to thrive. Furthermore, an increasing
tendency of switching to partners’ partners is more likely to lead to a higher level of cooperation. We show that
when reputation is absent in such partner-switching processes, cooperation is much less favored than that of the
reputation involved. Moreover, we investigate the effect of discounting an individual’s reputation on the
evolution of cooperation. Our results highlight the importance of the consideration of reputation (indirect

reciprocity) on the promotion of cooperation when individuals can adjust their partnerships.
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I. INTRODUCTION

Cooperation is widespread in the real world and can be
observed at different scales of biological organization, rang-
ing from genes to multicellular organisms [1]. Most impor-
tantly, human society is based upon cooperation. But coop-
eration is costly: a cooperator pays a cost to benefit others.
These cooperative behaviors apparently contradict Darwin-
ism [2]: selfish behaviors will be rewarded during fierce
competition between individuals, but how can natural selec-
tion lead to cooperation? This puzzle of cooperation has fas-
cinated evolutionary biologists over several decades.

Evolutionary game theory provides a framework for
studying the evolution of cooperation among unrelated indi-
viduals [3]. As a metaphor, the prisoner’s dilemma has been
widely employed for investigating the origin of cooperation
[4]. In this simple game, two players simultaneously decide
whether to cooperate (C) or to defect (D). They both receive
R upon mutual cooperation and P upon mutual defection. A
defector exploiting a cooperator gets 7, and the exploited
cooperator receives S. The game is a prisoner’s dilemma if
T>R>P>S. As a result, it is best to defect regardless of
the coplayer’s decision in one single round. Thus, defection
is the evolutionarily stable strategy (ESS), even though all
individuals would be better off if they cooperated. The Pris-
oner’s Dilemma depicts the conflict of interest between what
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is best for the individual and what is best for the group, and
thus creates the social dilemma [5]. Therefore, specific
mechanisms for the evolution of cooperation are needed [2].
Direct reciprocity [4,6—8], indirect reciprocity [9-11], kin
selection [12], group selection [13-15], and graph selection
(or spatial reciprocity) [16,17] have been proposed to pro-
mote cooperative behaviors in different contexts.
Understanding the evolution of cooperation also attracts
increasing interests from physics community [18—40] (see,
for example, a recent review Ref. [41] and references
therein). Inspired by papers on spatial games, much work
pays attention to the evolution of cooperation in structured
populations. Especially, the development of evolutionary
graph theory offers a convenient framework for describing
population structures [42]: vertices denote players and edges
represent links between players in terms of dynamical inter-
action. It has been well recognized that graph topologies play
a crucial role in the evolution of cooperation. A variety of
networks have been explored [20-23,25-28,30,31,43,44].
Most notably, scale-free networks provide a framework for
the emergence of cooperation, as reported in Refs. [32-34].
In this paper, we will study how cooperation can evolve
by the interplay between graph selection and indirect reci-
procity (leading to “partner switching”). Some previous
works have stressed the significance of investigating coop-
eration on adaptive networks, rather than on static networks
(see Refs. [36-40,45]). Additionally, reputation is naturally
involved in repeated games, if players can have cognitive
abilities. Very recently, Ref. [46] found that gossip is an al-
ternative for direct observation in games of indirect reciproc-
ity. Reputation by itself has been shown to have a strong
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influence on cooperation dynamics in games of indirect reci-
procity [9], and this helps to explain the observed high level
of cooperation in human societies. In partner marketplaces,
an individual’s partner choice tends to make use of potential
partners’ reputations and prefers to choose the ones having
good reputation. In addition, an individual’s partner switch-
ing is inclined to avoid aversive partnerships and prone to
dump the ones having low reputations. Besides, individuals
usually only have local information about reputations in a
group. Here, we assume they know the reputation of their
partners and partners’ partners. Meanwhile, there exists evi-
dence showing that partner switching causes cooperative be-
havior in cleaning fishes [47]. Motivated by these, we pro-
pose a computational model incorporating these factors.
Interestingly, when reputation is in effect during partner-
switching processes, even if individuals shift their partners at
lower frequency than adjust their strategies, cooperators still
have a good chance to wipe out defectors. Furthermore, in-
creasing an individual’s tendency in partner choice based on
reputation will result in a higher level of cooperation.

The rest of this paper is organized as follows. Section II
describes in detail the basic model. Section III presents the
numerical results, including time evolution of the entangled
dynamics of strategy updating and reputation-based partner
switching, the influences of varying model parameters and
the role of reputation in promoting cooperation. Section IV
gives some discussions on the obtained results and draws the
conclusion.

II. MODEL

Let us first define the population structure and evolution-
ary dynamics. The vertices of a dynamical graph represent
players and the edges denote the pairwise partnership (game
interaction) between individuals. Initially, the coevolution of
individual strategies and graph starts from a random and ho-
mogeneous state. Each of N individuals has the same number
of interaction partners (i.e., network neighbors, where the
total M edges uniformly pair them up at random) and an
equal probability to be a cooperator (C, denoted by two-
dimensional unit vector s=[1,0]7) or defector (D, s=[0,1]7).
Besides, we assume the numbers of individuals and edges
remain constant during the individual strategy updating and
partner-switching processes; namely, the average degree (k)
=2M/N is invariant. This constraint implies a limited re-
source environment and introduces a limitation into the
emergent network configuration. Each individual engages in
pairwise interactions with his immediate neighbors defined
by the partner network. That is, individual i plays a prison-
er’s dilemma game with all his social partners and obtains an
income as

P;= 2 sl-TMsj,
JeN;

where N represents the neighborhood set of i and the 2
X 2 payoff matrix M has a simple rescaled form with a single
parameter b (1<b<2) [16,43]:
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In order to account for the reputation effect in partner choice,
we define the reputation R;(r) of individual i at time ¢ as the
times he cooperates with his neighbors in the past games,
which reads

R()=R(t—1)+ A1),

where A,(¢) is 1 if individual i cooperates at time ¢, otherwise
being 0. Notably, this definition of reputation is similar to the
image scoring proposed by Nowak and Sigmund [9], which
could be an affine transformation of the image score.

In our model, we consider a coupling between individual
strategy and partner network structure. We assume that indi-
vidual strategy updating introduces a new time scale 7,, not
necessarily equal to the time scale associated with an adap-
tive partner switching process (7,) [39]. Depending on the
ratio W=7,/ 7,>0, coevolution of strategy and network pro-
ceeds together under asynchronous updating: a strategy up-
date event is chosen with probability (1+W)~!, a structural
update event being selected otherwise. Now, the W value
governs the two competing updating moves: with W— 0, the
evolution of cooperation on static graphs is recovered; with
increasing W, individuals become prompt to adjust their so-
cial partners with increasing efficiency [39].

Strategy updating. An individual i is chosen at random
and another individual j is chosen randomly from i’s nearest
neighbors. The individuals i and j interact with all their so-
cial partners (those directly connected to them by links) ac-
cording to the specified prisoner’s dilemma. As a result, they
accumulate total payoffs P; and P}, respectively. The strategy
of j replaces that of i with likelihood given by the Fermi
function [48]

1
- 1+6XP[,3(P1'—PJ)],

where S represents the intensity of selection (8— 0 leads to
random drift while 8— o0 the deterministic imitation dynam-
ics). Besides, the individual’s reputation, R;(¢) is also updated
when he is picked up for a strategy update. Thus, as afore-
mentioned, R, (1)=R;(t—1)+A;(z), A;(¢) is 1 if individual i
cooperates at time ¢, otherwise being 0.

Partner switching. We assume that individuals have local
information about his nearest and next-nearest neighbors;
i.e., reputations of these individuals are known to the focal
individual since he can witness his social partners’ coopera-
tion in past games and obtain the next-nearest neighbors’
information from his nearest neighbors. In addition, indi-
viduals are assumed to know nothing about others (types and
reputations) except his nearest and next-nearest neighbors.
This assumption only requires individuals have local infor-
mation and thus is reasonable. An individual i is picked at
random to update his interaction partners on the basis of the
reputations of his social partners. i dismisses the edge to the
one who has the lowest reputation; namely, i switches from
this partner, either to another one chosen among i’s next-
nearest neighbors preferentially according to their reputa-
tions or to a random member of the entire population (ex-

P(s; Sj) (1)
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cluding nearest neighbors). Specifically, with probability p,
the focal individual redirects the link from the one who has
the lowest reputation among his social partners to the one
chosen from his neighbors’ neighbors who has the highest
reputation (“ordering” in partnership); otherwise, with likeli-
hood 1-p, he rewires the link from the lowest-reputation
partner to the one randomly selected from the entire popula-
tion except his nearest neighbors (randomness in partner-
ship).

More explicitly, at time ¢, individual i terminates future
interactions with player j, satisfying

Jj=arg min R,(1),
leN;

and then with probability p switches to individual k as future
partner,

k=arg max Ry,

Ure A NG}

otherwise with likelihood 1-p, switches to individual m,
randomly selected from the entire population except his near-
est neighbors. Herein, individuals can unilaterally break up
the aversive tie and are likely to choose a good-reputation
partner, which can be advantageous in future interactions.
For the sake of simplicity, we assume that the chosen indi-
vidual accepts new social partners without any choosiness.
The prisoner’s dilemma is a nonzero sum game, and the
elements of payoff matrix are non-negative here. If an indi-
vidual is picked up by others as a future partner in the
partner-switching process, he will gain a new partnership and
thus a potential profitable interaction for himself. Therefore,
he will not reject this offer. If some certain participation cost
is considered in such a partner-switching event, the scenario
becomes very different: individuals will exhibit choosy be-
havior in regarding to his new partners (see, for example,
Ref. [45]).

In what follows, we will demonstrate that such a coevo-
lution of strategy updating and partner switching will lead to
stable cooperation in the prisoner’s dilemma. Furthermore, it
is shown that reputation significantly enhances the coopera-
tion level.

III. SIMULATION RESULTS

In this section, we will show in detail the results of stable
cooperation induced by reputation-based partner switching.
We start from a homogeneous partner network [49], where
all individuals have the same number of edges, randomly
connected to arbitrary players. Initially, 50% of cooperators
are randomly distributed in the population. The key quantity
to characterize the cooperative behavior is the average frac-
tion of cooperators in the population. To this end, for each
parameter set, we compute the fraction of cooperators by
averaging over the last 10° generations of the total 10° gen-
erations. Besides, we impose that nodes linked by a single
edge cannot lose this connection and also ensure the connect-
edness of the whole network at each edge-rewiring proce-
dure. The amount of heterogeneity of the networks is calcu-
lated as h=N"'3k*N(k)—(k)* (the variance of the network
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degree sequences), where N(k) represents the number of ver-
tices with k edges. Additionally, in order to investigate the
degree-degree correlation pattern about the emerging social
networks, we adopt the assortativity coefficient r suggested
by Newman [50]:

2
MY jiki - lM_lE %(.ii+ki):|

2)

r=

.
S G - {M-‘E §0i+k,~>|

Here j; and k; are the degrees of the vertices at the ends of
the ith edge, with i=1,...,M. Networks with assortative
mixing pattern—i.e., r>0—are those in which nodes with
large degree tend to be connected to other nodes with many
connections and vice versa.

A. Time evolution

We first study the typical time evolution of the entangled
dynamics of networks and strategies (see Fig. 1). Under such
a reputation-based partner-switching mechanism, coopera-
tion becomes evolutionarily competitive and the system
moves towards full cooperation as shown in Fig. 1(a). Be-
sides, the DD and CD pairs are significantly suppressed dur-
ing the coevolutionary process of strategy updating and part-
ner switching, resulting in positive assortment between
cooperators [see Fig. 1(b)]. Noteworthy, such positive assort-
ment between cooperators plays a crucial role in the evolu-
tion of cooperation, as reported in previous investigations on
spatial games [19,44,51-53]. We should stress that such a
high level of cooperation is also attributed to the emergent
network’s heterogeneity (see Refs. [32-34,39]). Indeed, the
partner network readily tends to be very heterogeneous as
individuals start to adjust their social partners based upon
their partners’ reputations. The emergent network at the final
state exhibits high heterogeneity with a power-law tail [see
Fig. 1(c)]. Moreover, it is found that nodes with large con-
nectivity (i.e., hubs) are inclined to be occupied by coopera-
tors [32-34,39]. Hubs are thus more likely to be cooperators
with high reputation and vice versa [see Fig. 1(d)]. Essen-
tially, this positive correlation between reputation score and
degree constitutes a positive feedback mechanism that can
drive the system to full cooperation. Due to the tendency of
connecting to partners’ partners (triadic closure) in the
partner-switching process, hubs are more likely to be chosen
by the focal individual. As a consequence, we find that “the
rich get richer;” namely, inhomogeneity in individual’s part-
nership is induced, significantly broadening the scale of de-
gree. Further, such high-reputation partner seeking behavior
also leads to the disassortative mixing pattern in the emerg-
ing social network since the large-degree nodes (having high
reputation) are more likely to be attached by others, mostly
of low degree. Interestingly, the assortativity of the emergent
partner network can be tuned by the parameter p. We have
confirmed that the resulting network can be assortatively
mixed, but becomes decreasingly heterogeneous with p — 0,
whereas the network shows disassortative mixing pattern and
is extremely heterogeneous for p— 1. Clearly, these results
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FIG. 1. Dynamics of strategies and partner networks: (a) fraction of cooperators, (b) fraction of CC/CD/DD links, (c) cumulative degree
distribution of the resulting partner network at final state, and (d) degree-dependent reputation score R(k), which is averaged over nodes with
degree k at final state. Cooperation evolves under reputation-based partner switching. The emergent partner network in this case is disas-
sortative (assortativity coefficient r=-0.3937) and highly heterogeneous. The amount of heterogeneity of the partner network increases as
individuals adjust their partners selectively according to reputation. Individuals with good reputations tend to attract new partnerships, while
those with low reputations are confronted with the threat of losing existing partnerships. Thus under this social selection pressure, individuals
are forced to be generous in order to obtain a good reputation. This positive feedback can drive the system up to full cooperation. Parameter
values are N=10%, (k)=10, b=1.2, W=1, p=0.5, and B=0.01. Initially, cooperators and defectors are uniformly distributed in the partner

network with equal probability.

indicate that reputation-based partner switching leads to
stable cooperation in the prisoner’s dilemma on graphs.

B. Effects of the temptation to defect and the average
degree

In Fig. 2(a), we show the effect of temptation to defect, b,
on the evolution of cooperation. With other parameter fixed,
the cooperation level monotonically increases with increas-
ing W value. With increasing b, the structural updating event
(partner switching) must be sufficiently frequent to guarantee
the survival of cooperators. In other words, the probability of
individuals chosen for updating social ties should be accord-
ingly increased to ensure the sustainability of cooperators.
When the temptation to defect becomes larger, defectors be-
come more favorable by natural selection. Nevertheless, with
the aid of reputation-based partner switching, a small frac-
tion of surviving cooperators promote them into hubs, since
they are attractive to neighborhood because of their high
reputation. Such coevolutionary dynamics of strategy and
structure leads to highly heterogeneous networks in which
the cooperators become evolutionarily competitive as dem-
onstrated in Refs. [32-34,39]. For fixed b, we observe a criti-
cal value W, for W, above which the cooperator will wipe
out defectors [54]. For other parameters fixed, the critical
value W, monotonically increases with increasing b. There-
fore prompt partner switching deters cooperators from be-

coming extinct, further resulting in an underlying heteroge-
neous social network, which is the “green house” for
cooperators to prevail under natural selection (i.e., strategy
updating). Additionally, long-term profitable partnerships be-
tween high-reputation individuals are formed via the partner-
switching process. Consequently, the reputation-based part-
ner switching promotes cooperation among selfish
individuals. Interestingly, under such reputation-based part-
ner switching mechanism, W values smaller than 1 are suf-
ficient to guarantee the success of cooperation. That is, the
adjustment of individual’s partnership is slower than the imi-
tation dynamics. This is consistent with our daily-life expe-
rience, especially in human society, that the evolution of so-
cial networks could not be faster than the dynamics on top of
them since removing and creating edges are mostly costly in
terms of time.

We report the influence of average degree (k) on the evo-
lution of cooperation in Fig. 2(b). With increasing (k) (the
network becomes denser), individuals should more fre-
quently carry out their partner switching (i.e., increasing W,
values). On static networks, the fate of cooperators hinges on
the sparseness of the networks [16,43]. In the previous study
[17,25,32], it is found that when the social networks are
highly connected, cooperation is greatly inhibited and does
not have the chance to thrive. Thus, to explain the ubiquitous
cooperative behavior in human society, where individuals
have large numbers of neighbors, the relevant coevolution of
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FIG. 2. The effects of the temptation to defect [panel (a)] and
the average degree [panel (b)] on the evolution of cooperation. The
fraction of cooperation is plotted as a function of the time scale
ratio, w, between strategy updating and partner switching. Coopera-
tion becomes dominant when individuals sufficiently often adjust
their partnerships based on reputation. Furthermore, the larger the
temptation to defect and the more number of interaction partners on
average, the more promptly individuals need to change their part-
nerships in order for cooperation to thrive. Parameter values are (a)
N=103, (k)=10, p=0.5, and B=0.01 and (b) N=103, b=1.5, p
=0.5, and B=0.01. In this figure and subsequent ones, each data
point results from averaging over 10 independent runs.

network and strategy, like reputation-based partner switching
studied here, should be taken into account.

C. Influence of ordering in partner switching

We investigate the effect of ordering (i.e., triadic closure)
in the partner-switching process on the evolution of coopera-
tion, as shown in Fig. 3. We can see that when individuals
tend to switch partners with local information of
reputation—i.e., preferentially choose high-reputation poten-
tial partners from their neighbors—neighbors, cooperation is
enhanced greatly. In other words, if individuals adjust their
social partners by choosing strangers at random as future
interaction partners, instead of depending on reputation
about their new potential partners, cooperation would be sup-
pressed. Moreover, in order to separate the entangled effects
of ordered partner switching and local knowledge of reputa-
tion, we consider the situation in which individuals change
partners exclusively by rewiring to neighbors’ neighbors at
random (other parameters remain the same as in Fig. 3). We
find in this case the cooperation level is lowered to 0.78,

PHYSICAL REVIEW E 78, 026117 (2008)

T T T T T T T T T T T T T T T T T T T T T
1.0 ~9-9-0-9-9-9-0-9-0-0-9-9]

o

oo
T
¢
©.
1

<)
o
T
1

I
~
T
1

fraction of cooperators

o
N

)
1 L 1 L 1 L 1 L 1 L 1 L 1 L 1 L 1 L 1 L 1
00 01 02 03 04 05 06 07 08 09 1.0
tendency of switching to partners’ partners, p

0.0

FIG. 3. The influence of “ordering” in partner switching on the
evolution of cooperation. When individuals tend to switch to part-
ners’ partners with good reputation, cooperation is favored. Param-
eter values are N=10?, (k)=10, 8=0.01, W=0.1, and b=1.2.

compared with full cooperation at p=1 in Fig. 3. This result
further pinpoints the importance of local information of
reputation in determining new partners. When individuals
prefer to switch to partners’ partners, who have high reputa-
tion, it enhances the influence of high-reputation ones in
their neighborhood and thus facilitates the evolution of co-
operation. Furthermore, if individuals tend to switch partners
in a triadic way, it also increases the number of triangles
presented in the partner network—i.e., the clustering coeffi-
cient. This leads to the positive assortment between high-
reputation individuals and consolidates the maintenance and
robustness of cooperation. Altogether, if individuals are
likely to decide the new partnership on the basis of their
knowledge about their potential partners’ reputation (which
could be obtained by inquiring their neighbors about reputa-
tion of their neighbors’ neighbors), low-reputation individu-
als (defectors) are unlikely to have the opportunity to exploit
the high-reputation ones. Therefore, cooperation is substan-
tially promoted in this situation.

D. Role of reputation

In order to examine the reputation effect on the evolution
of cooperation in such partner-switching processes, we con-
duct a comparative study: we explore the case in which no
reputation is involved in the partner-switching process;
namely, individuals switch their partners at random and do
not make use of any information about partners. In addition,
we introduce a memory-decaying effect on the individual’s
reputation updating (discounting of reputation), that is,

R(1)=6R(t—1)+ A1),

where & denotes the decaying rate. For 6— 0, the influence
of previous game experience is vanishing and individuals
judge the new partnership relying on the present game result.
With 6— 1, it recovers our original model. The relevant re-
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FIG. 4. (Color online). The effect of reputation on the evolution
of cooperation. When there is no reputation involved in partner
switching, the cooperation level is much lower. Compared with the
original model without discounting of reputation (6=1), decaying
memory in reputation (here, §=0.5) leads to a lower cooperation
level when individuals occasionally shift their partners; in contrast,
discounting of reputation provides a more advantageous environ-
ment for cooperation when individuals frequently change their part-
ners. Parameter values are N=103, (k)=10, 8=0.01, b=1.4, and p
=0.5.

sult is provided in Fig. 4. Clearly, compared with the original
model, if no reputation is involved, the cooperation level is
much lower. Hence, reputation could enhance the coopera-
tion in a way. Additionally, discounting of reputation corre-
sponds to higher cooperation level (see Fig. 4) provided that
individuals are inclined to frequently switch partners. To be
concrete, if individuals tend to promptly change partners ex-
clusively relying on present interacting results (like =0 in
Fig. 4), rather than the partners’ accumulated reputation (as
=1 in Fig. 4), with a higher possibility, defectors will be
dumped by the focal individual and thus face a reduction of
their partnerships. As a consequence, this to a large extent
promotes cooperation through game dynamics. Interestingly,
compared with the original model, when individuals slowly
adjust their social partners (i.e., small time scale ratio W), the
decaying memory effect reduces the cooperation. On the
other hand, decaying memory in reputation will result in
high cooperation only in the situation where an individual’s
partner switching occurs frequently. The interplay between
discounting of reputation and propensity of partner switching
can be understood as follows. Individuals’ swift response to
present defection of their partners (i.e., individuals tend to
frequently dump their partners with low reputation) increases
the risk cost of being a defector. Consequently, discounting
of reputation leads to the situation in which the individual’s
partner choice tends to rely on present game result. It thus
enhances the efficiency of prompt partner switching and also
increases the social selection pressure in such a marketplace,
resulting in a favorable condition for cooperation. In con-
trast, when individuals slowly change their partners, accumu-
lated reputation indicates the exact information regarding the
cooperativity of partners in all past games and thus is helpful
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for individuals to successfully seek beneficial long-term part-
ners. Overall, these results demonstrate that reputation-based
partner-switching behavior can lead to stable cooperation.
Otherwise, random partner switching cannot induce a high
cooperation level as well, in comparison with the situation in
which the reputation of partners is involved.

IV. DISCUSSION

Here, we study, by numerical simulations, the promotion
of cooperation induced by reputation-based partner switch-
ing. Prior to the present work, Refs. [36—40] pointed out that
the entangled evolution of individual strategy and network
structure constitutes a key mechanism for the sustainability
of cooperation in social networks. Nevertheless, our results
indicate that if an individual’s reputation is involved in
partner-switching dynamics (coevolutionary dynamics), this
significantly reduces the critical value of the time scale ratio
W—above which cooperators wipe out defectors. Indeed, an
individual’s reputation is accumulated in repeated games and
contains information about an individual’s cooperativity.
Thus, when individuals switch their partners according to
reputation, low-reputation ones will be confronted with the
threat of losing the existing partnership as well as impeding
their ability to recruit new ones. In contrast, high-reputation
individuals attract new partners and their old partners are
maintained. In such a social marketplace, where people can
choose with whom to interact, there is competition to be
more generous (to establish a high reputation) in order to be
chosen as a partner. Therefore, reputation greatly enhances
the cooperation in such coupled dynamics of partner switch-
ing and strategy updating.

Recently, indirect reciprocity is proposed to be an impor-
tant mechanism for evolution of cooperation [2,9,10]. Repu-
tation fuels the engines of indirect reciprocity. It is worth
noting that our model for dynamic population structures in-
corporates indirect reciprocity: helping someone establish a
good reputation, which will be rewarded by others. Actually,
those who are more helpful are more likely to receive new
partnerships and new partnerships benefit these with high
reputation. The interaction is observed by a subset of the
population who might inform others. Variations in tendencies
to cooperate or defect in discrete interactions with rapidly
switching partners certainly create social selection forces
[55], further stabilizing cooperation. Accordingly, reputation
allows the evolution of cooperation by partner switching.
Here we work with a simple reputation dynamics in which
individuals play an unconditional strategy with their adjust-
able partners (i.e., games on dynamical graphs). Neverthe-
less, cooperation can easily evolve in more sophisticated so-
cial norms of indirect reciprocity, like stern judging [58], but
without adjustment of social partners (i.e., games on static
graphs), as already discussed in Refs. [11,56-58].

Noteworthy, punishment is an important factor that can
promote cooperative behavior in some situations [59-61]. In
general, punishment is manipulated by imposing some fine
on defectors, but at a cost to punishers. We say this kind of
punishment is the “active” one. An alternative “passive” pun-
ishment is implemented in our model. Individuals tend to
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“punish” the low-reputation ones in a way that they termi-
nate future interactions between them. The severe case is
ostracism [60], in which low-reputation individuals lose all
their partners, excluded from a group. Furthermore, the good
reputation individuals will be rewarded in a way that they are
preferentially chosen as partners by others. Once such kind
of selective punishment and reward is in effect, it can en-
hance the level of cooperation that is achieved in our model.

We have, numerically, studied the entangled evolution of
individual strategy and partnership network structure, in
which individuals are able to simultaneously alter their be-
havioral strategies and their social partners. We found that
reputation-based partner switching can lead to stable coop-
eration in a networked prisoner’s dilemma. Besides, we ex-
plored the effects of varying model parameters on the evolu-
tion of cooperation. Our results suggest that, when
individuals are faced with a large temptation to defect (i.e.,
large b values) and on average engage in dense interactions
(i.e., highly connected network), they must be able to
promptly adjust their partners for cooperation to thrive. Ow-
ing to an individual’s preference in selecting good reputation
ones as potential partners, the resulting partnership network
is highly heterogenous. In addition, promotion of coopera-
tion is attributable to such emergent heterogeneity. Finally,
we examined the role of reputation in the evolution of coop-
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eration via a comparative study. We found that discounting
of reputation leads to a higher level of cooperation when
individuals promptly adjust their partnerships. Comparing
with the original model, we also found that when individuals
randomly adjust their partners, rather than relying on reputa-
tion, to a large extent, cooperation will be diminished even if
individuals are able to rapidly switch their partners. Our re-
sults may offer some insight into understanding the occur-
rence of cooperative behaviors in the real world, especially
in human societies.
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