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Bosonic reaction-diffusion processes on scale-free networks

Andrea Baronchelli, Michele Catanzaro, and Romualdo Pastor-Satorras

Departament de Fisica i Enginyeria Nuclear, Universitat Politecnica de Catalunya, Campus Nord B4, 08034 Barcelona, Spain

(Received 26 February 2008; published 23 July 2008)

Reaction-diffusion processes can be adopted to model a large number of dynamics on complex networks,
such as transport processes or epidemic outbreaks. In most cases, however, they have been studied from a
fermionic perspective, in which each vertex can be occupied by at most one particle. While still useful, this
approach suffers from some drawbacks, the most important probably being the difficulty to implement reac-
tions involving more than two particles simultaneously. Here we develop a general framework for the study of
bosonic reaction-diffusion processes on complex networks, in which there is no restriction on the number of
interacting particles that a vertex can host. We describe these processes theoretically by means of continuous-
time heterogeneous mean-field theory and divide them into two main classes: steady-state and monotonously
decaying processes. We analyze specific examples of both behaviors within the class of one-species processes,
comparing the results (whenever possible) with the corresponding fermionic counterparts. We find that the time
evolution and critical properties of the particle density are independent of the fermionic or bosonic nature of
the process, while differences exist in the functional form of the density of occupied vertices in a given degree
class k. We implement a continuous-time Monte Carlo algorithm, well suited for general bosonic simulations,
which allows us to confirm the analytical predictions formulated within mean-field theory. Our results, at both
the theoretical and numerical levels, can be easily generalized to tackle more complex, multispecies, reaction-
diffusion processes and open a promising path for a general study and classification of this kind of dynamical

systems on complex networks.
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I. INTRODUCTION

Many natural, social, and artificial systems exhibit hetero-
geneous patterns of connections and interactions that can be
naturally described in terms of networks or graphs [1]. Thus,
complex network theory turns out to be the natural frame-
work in which the functional and structural properties of
complex systems belonging to completely different domains
can be rationalized and investigated [2-5]. This approach has
recently proved to be very powerful, and systematic statisti-
cal analysis have allowed the recognition of the existence of
many characteristic features shared by a large class of differ-
ent systems, the most peculiar being the small-world prop-
erty [6] and a large connectivity heterogeneity yielding a
scale-free degree distribution [7]. A graph is said to be small-
world when the average topological distance between any
pair of vertices is “small,” scaling logarithmically or more
slowly with the system size N. On the other hand, defining
the degree k of a vertex as the number of connections linking
it to other vertices, scale-free (SF) networks are character-
ized by a degree distribution P(k) that decreases as a power
law,

P(k) ~ k7, (1)

where 7y is a characteristic degree exponent, usually in the
range 2 <<y<3.

The distinctive structural properties of networked sys-
tems, beyond being intrinsically interesting, have also a
strong impact on the dynamical processes taking place on
such systems [8], which can have practical implications in,
e.g., understanding traffic behavior in technological systems
such as the Internet [9]. In particular, the heterogeneous con-
nectivity pattern of SF networks with diverging second mo-
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ment (k*) (i.e., with y=<3) can lead to very surprising dy-
namical properties, such as an extreme weakness in front of
targeted attacks, aimed at destroying the most connected ver-
tices [10,11], as well as to the propagation of infective agents
[12,13]. After those initial discoveries, a large series of new
results has been put forward and we refer the reader to Refs.
[8,14] for recent reviews on the subject.

A powerful framework to describe many dynamical pro-
cesses in a most general way is given by the theory of
reaction-diffusion (RD) processes [15]. RD processes are de-
fined in terms of different kinds of particles or “species,”
which diffuse stochastically (usually by performing a ran-
dom walk) and interact among them according to a given set
of reaction rules. Apart from their natural application to de-
scribe chemical reactions, RD processes are useful to repre-
sent any system in which different kinds of “agents” diffuse
in space and disappear, are created, or change their state,
according to the state of other agents in a given neighbor-
hood. An example of this kind of processes is the spread of
diseases in population systems. An epidemic process leading
to an endemic state can be described by the susceptible-
infected-susceptible (SIS) model [16], which corresponds to
an RD process with two species, representing susceptible (S)
and infected (1) individuals, which diffuse (with possible dif-
ferent diffusion rates) and interact through the reactions

S+1— 21,

1S, (2

representing susceptible individuals becoming infected upon
encountering an infected individual and infected individuals
spontaneously recovering.
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RD processes on regular topologies (Euclidean lattices)
have been extensively studied, and an elegant formalism has
been developed to allow for a general description in terms of
field theories [17]. On the other hand, the effects of more
complex, heterogeneous topologies have been taken into ac-
count only recently for simple processes [18-23], and a sys-
tematic description of this interesting problem is still lacking.
Moreover, so far, most of the attention has been devoted to
the restricted case of fermionic (or microscopic, in chemistry
jargon) RD processes, in which a vertex of the network can-
not be occupied by more than one particle. In this context,
numerical and analytical results have been put forward for
the most simple RD processes: namely, the diffusion-
annihilation [18,19] and the diffusion-coagulation [18,21]
processes. Although these results are undoubtedly interesting
and offer an initial insight into the behavior of RD processes
in heterogeneous networks, the adopted fermionic approach
suffers from two considerable conceptual drawbacks: (i)
there is no systematic framework for the description of this
kind of processes, and both numerical models and theoretical
approximations (through heterogeneous mean-field theory)
must be considered on a case by cases basis, and (ii) while it
is relatively easy to deal with RD processes with at most
order-2 reactions (involving at most two particles), it be-
comes more problematic to implement reactions among three
or more particles. Thus, for example, a fermionic study of
the three-particle reaction A+B+C— @ [23] requires the in-
troduction of an artificial “intermediate” particle, created
from the reaction of two particles and that reacts itself with a
third, leading to the actual annihilation event. In this sense, it
seems more natural and realistic to consider instead bosonic
(or mesoscopic) processes, in which there are no restrictions
on the vertex occupancy and for which, levering in what is
already known for Euclidean lattices, it is possible to de-
velop systematic analytical and numerical formalisms. More-
over, while some processes may naturally fit into a fermionic
framework, others are intrinsically bosonic. For example,
during the spreading of a disease (say, HIV) in a social in-
teraction network, each individual can only change its state
(become infected) by contagion through one acquaintance in
the network. However, the diffusion of a disease at an inter-
national level (for example, SARS) is better modeled by tak-
ing into account the number of infected individuals in each
city and the connections between cities, given that a full
fermionic description considering also the contact networks
inside each city would be out of reach due to both a lack of
data and appropriate computational resources [24]. The
bosonic version of RD processes on complex networks has
been so far neglected, with the exception of Ref. [25], where
it has been applied to the particular case of the SIS process,
Eq. (2) (see also Refs. [26,27] for an extension of epidemic
models on weighted networks).

In this paper, we extend and generalize the particular
bosonic formalism presented in Ref. [25] to investigate the
properties of general bosonic RD processes in complex het-
erogeneous networks, adopting a twofold continuous-time
approach based on heterogeneous mean-field (MF) theory
and numerical simulations. We develop a general MF formal-
ism, based on the standard law of mass action, that is able to
describe any RD processes on general complex networks. As
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an example of its application, we consider in detail one-
species RD systems, in which the MF equations take a par-
ticularly simple form. For this case, general predictions, in-
dependent of the form of the reaction rules, can be made in
the small-particle-density (diffusion-limited) regime. The
formalism is applied and fully solved in two particular cases,
the branching-annihilating random walk and the diffusion-
annihilation problem, examples of RD systems with station-
ary states and monotonously decaying particle densities, re-
spectively. In order to check the possible differences between
the bosonic and fermionic implementations of the same
problem, we consider at the same time both examples from
the fermionic MF theory perspective. We find that both for-
malisms provide analogous results for the time evolution and
critical properties of the dynamics. However, the two ap-
proaches are not completely equivalent: the functional form
of the particle density restricted to vertices of given degree k
varies widely between the two approaches. Finally we check
our results, and in particular the equivalence between fermi-
onic and bosonic formalisms, by means of extensive com-
puter simulations. Contrarily to previous approaches [25], in
which a parallel updating scheme was defined for the par-
ticular model under scrutiny, we adopt a sequential
continuous-time algorithm that can be easily generalized for
any RD process.

The paper is organized as follows. In Sec. II we define
general bosonic RD processes in complex networks. Section
IIT is devoted to the introduction of a generic analytical
framework based on a bosonic heterogeneous MF formalism,
from which general predictions are obtained for the class of
one-species RD process. In Sec. IV we consider and solve
some particular examples of one-species RD processes, ex-
hibiting steady states and a monotonously decaying density:
namely, the branching annihilating random walk and
diffusion-annihilation processes, respectively. The predic-
tions of heterogeneous MF theory are validated in Sec. V by
means of numerical simulations. Finally, in Sec. VI we sum-
marize and discuss our results.

II. BOSONIC RD PROCESSES IN COMPLEX NETWORKS

We consider RD processes on complex networks, which
are fully defined by the adjacency matrix a;;, which takes the
values a;=1, if vertices i and j are connected by an edge,
and zero otherwise. From a statistical point of view, the net-
work can also be described by its degree distribution P(k)
and its degree correlations, given by the conditional prob-
ability P(k'|k) that a vertex of degree k is connected to a
vertex of degree k' [28]. Both descriptions are related
through the formulas

1
Pl =< 5(k,2 a,,>, 3)
where &(x,y) is the Kronecker & symbol and [19]

E 2 Aijs 4)

iEkjEk’

1
NkP(k)

P(K'|k) =

N being the size of the network.
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RD processes are defined as dynamical systems involving
particles of S different species A,, a=1,...,S, which diffuse
stochastically on the vertices of the network and interact
among them upon contact on the same vertex, following a
predefined set of R reaction rules. In a bosonic scheme, there
is no limitation in the number of particles that a vertex can
hold; therefore, the occupation numbers n{(r), denoting the
number of particles of species A, in vertex i at time ¢, can
take any value between 0 and . We will assume that diffu-
sion in the network is homogeneous and takes place by
means of random jumps between nearest-neighbor vertices.
Therefore, an A, particle with a diffusion coefficient D, at
vertex ¢ will jump with a probability per unit time D,/k; to a
vertex j adjacent to i, where k; is the degree of the first
vertex.

The reaction rules that particles experience upon contact,
on the other hand, can be defined in the most general way by
the corresponding stoichiometric equations [29]

N X, S
D dAe— 2 (oA P)Am r=1,....R, (5
a=1 a=1

where ¢,>0 (we do not consider reactions involving the
spontaneous creation of particles) and p! =-¢’. The coeffi-
cients ¢/, and p!, define the rth reaction process, while \, is
the probability per unit time that the reaction takes place.
Given that the reactions take place inside the vertices, the
only variation between a RD process in a complex network
and a regular lattice lies in the diffusion step. As we will see,
however, this variation alone can induce important differ-
ences between processes in these two reaction substrates.

III. HETEROGENEOUS CONTINUOUS-TIME BOSONIC
MEAN-FIELD FORMALISM

A first analytical description of dynamical processes of
complex networks can be obtained by means of heteroge-
neous MF theory [8]. MF theory applied to networks is based
on the assumption that all vertices with the same degree
share essentially the same dynamic properties and can there-
fore be consistently grouped into the same degree class. In
the case of RD processes and in order to allow for the pos-
sibility of network heterogeneity and large degree fluctua-
tions, it becomes necessary to work with the density spectra
Pai(t) [12,30], representing the partial density of A, particles
in vertices of degree k and which is defined as

ﬁa,k(t)

N, (6)

pa,k(t) =
where 71,,(1) is the average occupation number of particles
A, in the class of vertices of degree k and N,=NP(k) is the
number of vertices of degree k in a network of size N. From
the density spectra, the total density of A, particles is given
by

Palt) = 2 P(K)palt). (7
k

Heterogeneous MF theory is given in terms of rate equa-
tions for the variation of the partial densities p,;(¢), which in
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this case are composed of two terms: one dealing with the
(linear) diffusion and another with the reactions, so we can
write

apa,k(t)

=D,+ R, 8
(9[ @ @ ()

The diffusion term is easy to obtain by considering the dif-
fusion dynamics at the vertex level. The total change of A,
particles at vertex i is due to the outflow of particles jumping
out at rate D,, plus the inflow corresponding to jumps of
particles from nearest neighbors. Therefore, the diffusive
component at the single-vertex level satisfies the rate equa-
tion [19]

on .. (t .
Pl Do 4D,S ). )
ot ' 7 ki
Considering the density spectrum as the average
2i ckai
f)=—— 10
pasl) = =150 (10)
and assuming that n,(f) =in,(1), Vi € k, we obtain
P(k'|k)
Do==Dapas(t) + Dk —pap(@), (1)

I

where we have used Eq. (4).

The reaction term can be directly derived from the law of
mass action, according to which the rate of any (chemical)
reaction is proportional to the product of the concentrations
(or densities) of the reactants [31]. Considering the set of all
allowed processes, Eq. (5), we obtain

Ra=2 PN [ppu(0]%. (12)
r B

Collecting all terms, the rate equations for the density spectra
can be written in the most general case as

‘”’ﬁT’jm = Dapasl) + Dk 2 %"‘)pa,ym
+2 p;xrfﬂl [pp(0)1%, (13)
while the total densities satisfy the equations
P50 S Wl lopa0Ts, (19

where we have used the degree detailed balance condition
[32]

kP(k)P(k'|k) = k' P(k")P(k|k"). (15)

It is noteworthy that Eq. (14) is explicitly independent of the
particular form of the network’s degree correlations, which
only appear implicitly through the form of the density spec-
tra p, x-

In the following, we will focus on the analysis of one-
species RD processes, in which a single class of particles
diffuses and reacts in the system—i.e., S=1. In this case,
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reactions of the same order can be grouped, and Egs. (13)
and (14) take the simpler forms, omitting the « index,

nlt)_ 5 PR

pir (1) + 2 T [p(01,  (16)

at o K 70
a’JT(’) =p(0)+ 2 T2 P0)pi(0)), (17)
q>0 k
where
L,=-8g.1)+ 2 p'\dq".q). (18)

and we have absorbed the diffusion rate D into a redefinition
of the time scale and the reaction rates A\,.

RD processes with non diverging solutions for Egs. (16)
and (17) can be generally grouped into two classes: those
yielding a particle density monotonously decaying in time
and those exhibiting one or more steady states, with possibly
associated phase transitions between different steady states.
We will examine more closely these two cases in the follow-
ing subsections. While a full theoretical analysis requires de-
tailed information about the particular form of the reactions
involved and the network’s degree correlations, it is possible,
however, to make very general statements and to obtain the
asymptotic form of the solutions when the particle density p
is very small.

A. Steady-state bosonic RD processes

RD processes with steady states possess nonzero solutions
for the long-time limit of Eq. (16). In particular, imposing
d,0,=0, the steady states correspond to solutions of the alge-
braic equation

k
Pi= E

Iy

P(K'[k) r

&' pi(t) = qgl F?[Pk]q, (19)

where we assume I'; # 0. Since we do not consider the spon-
taneous creation of particles from void (I'y=0), p;=0 is a
solution of Eq. (19). This equation is extremely difficult to
solve for a general correlation pattern P(k’|k), in order to
find nonzero solutions. The condition for this nonzero solu-
tion to exist, however, can be obtained for any correlation
pattern by performing a linear stability analysis [32] in Eq.
(16). Neglecting higher-order terms, Eq. (16) becomes

M = E Lygrpp (1), 20
ot k'

where we have defined the Jacobian matrix

kP(k'|k)

ka/=F16(k,,k)+ k’

1)

It is easy to see that this matrix has a unique eigenvector
vy=k and a unique eigenvalue A=T";+ 1. Therefore, defining

[,=I'+1=3p'\,8(q",1), a nonzero steady state is only
possible when f1>0, which translates in the presence of
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reaction processes with particle creation starting from a
single particle. A phase transition from a zero-density ab-

sorbing state [33] can thus take place when fl changes sign.
It is worth noting that the transition threshold takes the same
form as in homogeneous MF theory, and it is thus indepen-
dent of the network topology, contrary to what is found in the
bosonic SIS model [25], and similar to the case of the fermi-
onic contact process (CP) [34]. This is due to the fact that the
SIS model is represented in terms of a two-species RD pro-
cess [see Eq. (2)], in which, moreover, a conservation rule
(total number of particles) is imposed. This conservation
rule, coupled with the diffusive nature of both species [25], is
at the core of the zero threshold observed in the SIS on SF
networks in the thermodynamic limit." The contact process,
on the other hand, belongs (in Euclidean lattices) to the same
universality class as the one-species Schlogl RD process
[35]; hence the topology-independent threshold in the fermi-
onic CP in networks can be understood in view of the general
result just derived in the bosonic framework.

To make further progress we restrict our attention to the
case of uncorrelated networks, in which [36]

k'P(k")
P(k'|k) = (22)
(k
In this case, Eq. (19) can be rewritten as
kp r
pe== = 2 2o (23)

W, ST

Solving Eq. (23), we find an expression p(p), depending
implicitly on the particle density. Inserting this solution into
Eq. (7), we obtain a self-consistent equation for p,

p=> Pk)pp), (24)
k

to be solved in order to obtain p as a function of the RD
parameters.

An approximate solution of Eq. (23) can be obtained in
the limit of a very small particle density—that is, very close
to the threshold. In this case, we can neglect the higher-order
terms in Eq. (23) and obtain

k

P= =T, P (25)

which makes only sense for I'; <0 (i.e., 0< IN‘1 <1, close to
the phase transition). Inserting this expression into the self-
consistent equation (24) yields no information. We must use,
instead, the self-consistent relation coming from the steady-
state condition of Eq. (17): namely

'Notice, however, that the SIS model can lead to a topology-
independent threshold when the reaction rates are chosen inversely
proportional to the total particle density in each vertex [25].
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p=-—3T,3 PULpY. 20)

=1 &

Inserting (25) into Eq. (26) and keeping only the term corre-
sponding to the reactions of lowest order ¢,,> 1, we obtain

(T o\ MoV
:(m I/, (27)
ql?l

where we have assumed F < 0. This solution indicates that,

in a finite-size network and for sufficiently small densities,
all bosonic RD systems with an absorbing state show a criti-

cal point fIC:O, with an associated density critical exponent
B=1/(gq,,—1), coinciding again with the homogeneous MF
solution. For SF networks with degree exponent y<g,,+1,
the particle density is additionally suppressed by a diverging
factor (k9my~1n=_ signaling the presence of very strong
size effects. For y>g¢,,+1, the particle density is size inde-
pendent, and we recover the standard MF solution for homo-
geneous systems.

B. Monotonously decaying bosonic RD processes

As we have seen in Sec. IIT A, a necessary condition for a

RD system to have a decaying density is to have fl <0. In
this case, since no steady states are present, the full equation
(16) must be solved. One can proceed by using a quasista-
tionary approximation [19], assuming d,p;(r) < pi(¢), which
will be correct at low densities if p,(7) decays as a power law.
Thus, neglecting the left-hand side of Eq. (16), we obtain
again Eq. (23). Solving it and inserting the corresponding
expression of p, back into Eq. (17), we have an approximate
equation for p(z) that can give information about the long-
time behavior of the RD process.

This procedure can be simplified when considering the
limit of very large time and very small particle density,
where the concentration of particles is so low that the RD
process is driven essentially by diffusion. In this diffusion-
limited regime, it is possible to estimate the behavior of the
particle density, which turns out to be independent of the
correlation pattern of the network. Let us consider the limit

case f1=0—that is, in the absence of one particle reactions.
Then, in the limit p;— 0, linear terms dominate in Eq. (16)
and we can write

P(k |k)

% (’;f”—— pli) + kE LI (28)

that is, the density behaves as in a pure diffusion problem.
The situation is thus the following: the time scale for the
diffusion of the particles is much smaller than the time scale
for two consecutive reaction events; therefore, at any time
the partial density is well approximated by a pure diffusion
of particles [37-39],

kp(?)
pt) ==, (29)

(k)
proportional to the degree k and the total concentration of
particles, and independent of degree correlations. Inserting
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this quasistationary approximation back into Eq. (17), we
obtain

ap(t) T (k%)
P gl W pi(1). (30)

For small p, this equation is dominated by the reactions of
smallest order g,,. Therefore, assuming I, <0 we obtain
the same decay in time as in the homogeneous MF theory,

DT, [(kamy\ = an=1)
p(t)~<(qm )T, [¢ ) A (31)

<k>qm
again depressed by a size factor (k%n)~"@n=V) for y<g, +1
and completely independent of the correlation pattern.

If we were interested in the time behavior at intermediate
densities, finally, the full equation (17) with the quasistation-
ary approximation must be solved. This in general can only
be done for uncorrelated networks.

IV. APPLICATIONS

In this section we will apply the bosonic MF formalism
developed above to the study of two examples of one-species
RD processes, the branching-annihilating random walk and
the diffusion-annihilation processes, representative of the
classes of steady-state and monotonously decaying pro-
cesses, respectively. For the sake of comparison, we will
review also the predictions of corresponding fermionic MF
theory, developed for an interacting particle system defined
to simulate the process under scrutiny.

A. Steady-state processes: Branching-annihilating
random walks

One of the simplest RD processes leading to a nontrivial
steady state is the generalized branching-annihilating random
walk (BARW), defined by the reactions [40]

A
gA— D,

o
A= (p+1DA; (32)

that is, particles annihilate in g-tuples with a rate A and pro-
duce a number p of offspring with rate w. Homogeneous MF
theory predicts a continuous phase transition at u.=0, with a
particle density in the active phase

p~ ptV, (33)

For the particular case g=2, the transition belongs to differ-
ent universality classes, according to the parity of the num-
ber of offsprings p [40]. If p is an odd number, it belongs to
the universality class of directed percolation [33], the same
as the CP. On the other hand, an even p, for which the parity
of the number of particles is conserved, leads to a new, and
different, universality class.

1. Fermionic MF theory

When analyzing the process given by Eq. (32), the limi-
tations of a fermionic approach become evident. Indeed, re-
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actions involving more than two particles are difficult to de-
scribe in a fermionic framework, even from a conceptual
point of view. In fermionic models [18,21,34], usually diffu-
sion and reactions are intimately linked, since particles jump
between nearest neighbors and interact upon landing on an
occupied vertex. Thus, when more than two particles are
involved in a single reaction, complex schemes have to be
devised to represent the process, schemes which, on the other
hand, cannot be easily handled with standard sequential al-
gorithms. Possible solutions could be the use of auxiliary
“intermediate” particles [23], or the design of new algo-
rithms that include the circumstance of different particles
diffusing at the same time, but it is easy to figure out situa-
tions that would be potentially critical for such schemes
(e.g., what happens in a pure diffusive process when one
particle tries to move to an occupied vertex, while its starting
point has been occupied by other particle?). On the other
hand, it would be possible to construct such reaction
schemes by involving a particle and two or more of its near-
est neighbors, in a reaction step independent of diffusion.
Such a formalism, although possible in principle, would be
nevertheless not general, since the number of reacting par-
ticles would be limited by the connectivity of the considered
vertex, and it would also be more cumbersome to analyze
from a MF perspective.

To allow for a consistent fermionic description, we will
restrict our attention to the particular case g=2, in which
only binary annihilation events are allowed and that can be
defined as a fermionic interacting particle system given by
the following rules.

(i) Each vertex can be occupied by at most one particle.

(ii) With probability f, a particle jumps to a randomly
chosen nearest neighbor. (a) If the neighbor is empty, the
particle fills it, leaving the first vertex empty. (b) If the neigh-
bor is occupied, the two particles annihilate, leaving both
vertices empty.

(iii) With probability 1-f, the particle generates p off-
springs. To do so, (a) p different neighbors are randomly
chosen and (b) a new offspring is created on every selected
vertex, provided this is empty (if it is already occupied, noth-
ing happens).

In order to avoid problems with the offspring generation
step, the minimum degree of the network is taken to be m
= p. We note that this algorithm is not parity conserving, but
we do not expect this to be relevant in networks at MF level.

With this implementation of the fermionic BARW in com-
plex networks, we can see that the corresponding MF theory
for the density spectrum takes the form

ap 1 ,
~ =~ o= o 2 PR [py
t ok

1
+ k(1= p) 2 o PKK)pye
k!

+(1=Pk(1=p)Z CPKRpe.  (34)
k!

where p/k’ is the probability that one offspring of a particle
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in a vertex of degree k' arrives at a given nearest neighbor.
For the particular case of uncorrelated networks, this equa-
tion simplifies to

o0,
ot

kp
k)’

where we have rescaled the time and defined v=(1-f)p/f.
The steady-state condition d,0,=0 yields the expression

k
=—Pk—£Pk+(1—Pk)(1+V) (35)

k(1 + v)p/{k)

T kQ+ )k (36)

Pk

Application of the self-consistent condition p=X,P(k)p,
yields

- P(k)k(1 + v)p/{k)
P = k2 + )ik

¥(p). (37)

The condition for the existence of a nonzero solution,
¥’(0)=<1, yields the threshold for the existence of a steady
state:

v>p=0=f<f.=1. (38)

In order to obtain the asymptotic behavior of p as a function
of v in infinite SF networks, we proceed to integrate Eq. (37)
in the continuous-degree approximation, replacing sums by
integrals and using the normalized degree distribution P(k)
=m?!(y=1)k™", where m is the minimum degree in the net-
work, to obtain

1+v

p:_F<1,’y—1,’y,

(k)
2+v ) ’ (39)

- mR2+v)p

where F(a,b,c,z) is the Gauss hypergeometric function
[41]. Expanding the hypergeometric function in the limit of
small p, close to the absorbing phase, we recover at lowest
order for y>3 the homogeneous MF result p~v. For 2
< y<3, on the other hand, we obtain

p~ P2 (40)

corresponding to an absorbing-state transition, given by the
control parameter v, with zero threshold and a critical expo-
nent B=1/(y-2).

In any finite network this behavior is modified by finite-
size effects. To analyze it, we define @ =2,kP(k)p;/ (k). The
equation for the total density becomes then

%zp[v—(2+v)®]. (41

By imposing stationarity (d,0=0) and a nonzero solution (p
#0) one obtains

v
T2+

M

(42)

The expression of p,, Eq. (36), can be simplified in the
small-density regime (p<<(k)/[k(2+v)], Vk) as
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_ k(1+v)p
Pr "

By substituting this expression in the definition of ® and
inserting it into Eq. (42) one obtains

RO

Py + 2+ (“44)

(43)

SF networks of finite size have a cutoff or maximum degree
k.(N) which is a function of N [36]. Therefore, for uncorre-
lated SF networks with degree cutoff scaling with the net-
work size as k. (N) ~ N2, finite-size effects in the fermionic
BARW lead to a size-dependent density scaling as

p~NGC2y (45)

2. Bosonic MF theory

A bosonic formalism imposes no practical restrictions to
the maximum order that the reaction steps may have. Thus,
the general BARW defined by the reactions, Eq. (32), yields,
within the bosonic MF formalism, to a rate equation (16)
with I’ =pu and I,=—g\, and ', =0, for ¢" #{1,4}, corre-
sponding to an absorbing-state phase transition at a critical
particle creation rate u.=0. The full analysis of this equation
for any ¢ can be cumbersome, but we can immediately pre-
dict the behavior at low densities in finite networks, which
will be given by Eq. (27), namely,

1/(g-1
_ (Lop(1 = pp7) MY Vg-1) ~ N~(a+1=92(-1) , 1/(g-1)
(46)

for uncorrelated networks with y<<3.
To proceed further, we consider the simplest case g=2, in
which the density spectrum fulfills the equation

kp
T,p; Ty — =0, (47)
| 2|Pk 1Pk )

yielding the solution

Ty ( / 4|Tz|pk)
P = 1+l +——], (48)
£ alry) (T2

where, in order to ensure the existence of the absorbing state,
we must impose the condition I"; <0. In the large-kp regime,
we observe here a distinctively square-root dependence,

_ | ke
= Ny (49)

different from the limiting constant behavior observed in the
corresponding fermionic formulation, Eq. (36), as well as in
other fermionic models [12,19,34]. In the low-density re-
gime, on the other hand, we can Taylor-expand Eq. (48) and
recover, for the particular case of the BARW, the general
relation (25). Thus, for particle densities smaller than the
crossover density py, with
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4Talpxk,

Gl =" (50

we recover, for uncorrelated SF networks, the asymptotic
finite-size solution for g,,=2, given by Eq. (46).

For networks in the infinite-size limit, introducing the
density spectrum of Eq. (48) into the self-consistent equation
(24), we obtain

~ M( 4|Fz|Pk)
P2 PO\ N ) O

In the continuous degree approximation, we have

lnw 2(y=1) [4]llmp
p=-—- -1+ .
2|1 2y-3 ()T
13 1 <k>|F1I2)
XFl-—,y——,y————7"7""11. 52
( T (52)
Expanding F(a,b,c,z) in the limit of small p, we find
p Ty 4m|Tyfp\ 7!
p="7+ ,—T(2—7)T(7—3/2)<—
Ty 40, N7 (k) (Tp)?
+0(p?). (53)

At lowest order and for y>3, we recover the homogeneous

MF solution p~f1 ~pp. On the other hand, for 2<<y<3,
the nonzero solution of this equation is

f"l/()’—Z) (p’u)l/(y—z)

p~ ~ , (54)
T, A

corresponding to an absorbing-state transition, given by the
control parameter u, with zero threshold and a critical expo-
nent B=1/(y-2), in full agreement with the results for the
corresponding fermionic version of the model. We can use
this last result to estimate the crossover density to the finite-
size solution, Eq. (46). Inserting Eq. (54) into Eq. (50), and
considering I', as a constant, we obtain that the finite-size
solution should be observed for a control parameter

kXY
B<px="". (55)
p

Therefore, for uncorrelated SF networks, finite-size effects in
the bosonic BARW should appear for a particle creation rate
smaller than p, ~N~(r-272,

B. Decay processes: Diffusion-annihilation process

The simplest case in the class of monotonously decaying

RD processes corresponds to the general diffusion-
annihilation process
Y
gA— D, (56)

which is the particular case of the BARW analyzed in Sec.
IV A with w=0 (at the critical point). The homogeneous MF
solution predicts a decay of the particle density
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p(t) ~ =D, (57)

In Euclidean lattices of dimension d, dynamical renormaliza-
tion group arguments [42] show that the behavior in Eq. (57)
is correct for d above the critical dimension d.=2/(g—1).
Below it, we have instead p(f) ~ %2, with logarithmic cor-
rections appearing at d=d...

1. Fermionic MF theory

As discussed in Sec. IV A 1, in order to allow for a con-
sistent fermionic description, we will restrict our attention to
the binary diffusion-annihilation process with g=2, which
can be implemented as a fermionic interacting system obey-
ing the following rules [18,19].

(i) Each vertex can be occupied by at most one particle.

(ii) Each particle jumps with probability f to a randomly
chosen nearest neighbor.

(iii) If the neighbor is empty, the particle fills it, leaving
the first vertex empty.

(iv) If the neighbor is occupied, the two particles annihi-
late, leaving both vertices empty.

This model was analyzed in detail in Ref. [19]. There it
was observed that the rate equation for the density spectrum
reads, in uncorrelated complex networks,

Ipy k- (

a =P 1-2p)p, (58)

where the probability f has been absorbed into a rescaling of
time. With a quasistationary approximation, the density spec-
trum at large times takes the form

kp(1)/<k)

pilt) = T+ 2k (59)

which yields as a final equation for the density of particles

ap K
o <k>2 2 Pl )1 + 2kp(t)/ (k) (60)

In finite networks, for times larger that ¢r>r,, with
2k p(t«) =1, the denominator in Eq. (60) can be simplified
to 1, to obtain the limit behavior in finite-size networks:

(k >2
2<k2>
In a network of infinite size, the full equation (60) must be

integrated. Within the continuous-degree approximation, this
equation takes the form

p(1) = (61)

L o pOF(Ly =27 1= (2mple). (62)

Expanding the Gauss hypergeometric function for small p,
we obtain, for y>3, the asymptotic long-time behavior
p(t) ~ 1! while for 2<y<3, one has

p(r) ~ V02, (63)

2. Bosonic MF theory

The general diffusion-annihilation process defined by re-
action (56) leads to the general rate equation (16), with pa-
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rameters I'; =0, I';=—g\, and I, =0, for ¢’ #{1,4}. In finite
networks and for large times, the behavior of the particle
density will be given by Eq. (31), i.e.,

~1/(g-1)
p(t) = (M) ! ~Mg=1)
(k)?
~ N@*1=7120g-D=1/(g=1) (64)
the last expression holding for uncorrelated SF networks.
Let us focus again in the simplest case g=2. The rate

equation for the total density in uncorrelated networks takes
the form

—( =- IFzIE P()p(2). (65)

Applying the quasistationary approximation for the density
spectrum, we are led to the second-order equation

k
—pr=0, (66)

To|p7 + pp —
|2|Pk Pk )

whose only positive solution is

1 [ 4r,lk )
pk_2|F2|(_1+ 1+ ® pl. (67)

For a finite network with degree cutoff k., when the density
is smaller than

(68)

we can Taylor-expand Eq. (67) to obtain the expression p;
=kp/{k) and the asymptotic behavior given by Eq. (64). On
the other hand, for large k and p, we obtain

_ ko
P\ A (©9)

and we find again the peculiar square-root behavior of the
density spectrum on k, distinctive from the fermionic predic-
tion.

The general solution in the infinite network limit can be
obtained in this case by substituting the quasistationary ap-
proximation (67) into Eq. (65), to obtain

ap 4|F2|k
P |(1+2|Fz|p)+|Fz|E P/ 1+ ® "

(70)

In the continuous-degree approximation and for SF net-
works, we obtain in the infinite-network-size limit

ap 1 y—1 4|Ty|mp
o= PTan T ney-3) VT
XF(—l,'y 3’7 1, (k) )
272 4|0, |mp

(71)

Considering the limit of large times and small densities, we
can expand the hypergeometric function [41], to obtain
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dp _TQ2-yl(y-3/2) <4m|F2|P

y-1
2
or 40,1\ ) ) +0() (72

for 2<y<3, whose solution is
p(r) ~ |F2|V‘2t‘”(7‘2) —_ )\y—Zt—l/(y—Z)’ (73)

that is, a power law decay with an exponent 1/(y—2), again
in agreement with the fermionic implementation of the pro-
cess. From this expression we can estimate the time at which
the crossover density in Eq. (68) is reached in SF network,
namely,

ty ~ kY2 ~ N2, (74)

taking the same functional form as the crossover control pa-
rameter for the BARW in Eq. (55).

V. NUMERICAL SIMULATIONS

As we have seen in the previous sections, heterogeneous
MF theory applied to steady-state and monotonously decay-
ing bosonic RD processes can make general predictions for
the asymptotic behavior in finite networks, as well as give
specific solutions for the infinite-network-size limit. In par-
ticular, we have seen that bosonic formalisms provide ex-
actly the same results as their fermionic counterpart (when-
ever the fermionic mapping is possible) regarding the
evolution of the particle density, the only difference being
the form of the density spectra as a function of the degree k.
In order to check these conclusions, we have performed ex-
tensive numerical simulations of bosonic and fermionic ver-
sions of the processes considered. To generate the network
substrate for the RD processes, we have adopted the uncor-
related configuration model (UCM) [43], which has the
double benefit of producing SF networks without degree cor-
relations [44,45] and with a tunable degree exponent. When
correlations were desired, the configuration model (CM)
[46—-49] was used, with the additional constraint of lack of
multiple connections and self-loops [44,50,51].

Numerical simulations of fermionic RD processes must
be tailored on a case-by-case basis, depending on the specific
interacting particle system chosen to represent it [18,19,21].
As a general rule, simulations are performed following a
sequential Monte Carlo scheme [33]. At the beginning, Np,
particles are randomly distributed on the network, respecting
the fermionic constraint that at most one particle can be
present on a single vertex—i.e., pp=<1. Then, at time ¢, a
particle is randomly selected, and it undergoes the corre-
sponding stochastic dynamics. The system is then updated
according to the actions performed by the selected particle,
and finally time is increased as r—t+1/n(z), where n(r) is
the number of particles at the beginning of the simulation
step. For bosonic processes, we have used a continuous-time
formalism, details of which are given in the following sub-
section.

A. Continuous-time bosonic simulations

Previous approaches to the numerical simulation of
bosonic RD processes on complex networks [25-27] relied
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on a parallel updating rule in which reaction and diffusion
steps alternate: after all vertices have been updated for reac-
tion, particles diffuse. This approach, while feasible, must
again be tailored on a case-by-case basis and strongly de-
pends on the specific reactions of the process under consid-
eration. Moreover, it introduces a subtle but relevant problem
as far as the density spectrum is concerned. Indeed, while
preserving the average density, pure diffusion immediately
sets up the characteristic linear behavior p;(r) ~k. Thus, the
density spectrum may assume (very) different aspects if we
look at it after the reaction step or after the diffusion one. In
order to overcome these difficulties we have opted instead
for a sequential algorithm, which not only is absolutely gen-
eral, but is in addition closer to the spirit of the continuous-
time rate equations we have developed to describe heteroge-
neous MF theory. The algorithm implemented is based on the
one proposed in Refs. [52,53] for the case of regular lattices.
For one-species RD processes, the algorithm is described as
follows: In networks of size N, initial conditions for simula-
tions are a number pyN of particles randomly distributed on
the network vertices, with no limitation on the occupation
number of single vertices. To perform the dynamics, we con-
sider the microscopic configuration {C} of the bosonic sys-
tem, which is specified by the occupation number n; at each
vertex i. A standard master equation approach [15] implies
that, for RD processes described by Eq. (8), the average
number of events in an infinitesimal time df is

E(dr{C}) =dt2, (q’!kﬁ 5(q—r,],)> w(n;q"), (75)
ir Erré(qr . 1)
where
n;
o(n;,q") =( ) (76)
q

is the number of nonordered ¢"-tuples of particles at vertex i.
Since the algorithm considers all reacting g-tuples as equiva-
lent, it is convenient focusing on reaction orders ¢ rather than
on specific reactions r. In general, a particular RD process
defines a finite set Q of allowed reaction orders ¢, which can
be formally indicated as Q=({g}|3r:¢"=q). At each time
step one has to (i) select a vertex i, (ii) select the order ¢ of
the candidate reaction, and (iii) determine which reaction r
occurs. The details are as follows.

(i) A vertex i is selected with probability W,;/M, where
Wi=Z,cow(n;,q) and M=%, W,.

(ii) A particular g=g* (with ¢* € Q) is selected with prob-
ability w(n;,q*)/W..

(iii) A particular reaction r of order ¢"=g* occurs with
probability ¢"!A\"At, where At is a configuration-independent
time constant. In the case ¢*=1, in addition to reaction pro-
cesses, the particle has the diffusion option, which is chosen
with probability Ar (since we set the diffusion coefficient
D=1).

Time is updated as t—r+At/M. It is clear [52] that to
have valid transition probabilities Az must be chosen so that
the condition
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FIG. 1. (Color online) Average density of the bosonic BARW
with g=p=2 at the steady state on uncorrelated UCM networks
with y=2.5. The annihilation rate is kept fixed at A=0.1. Top: den-
sity at the stationary state as a function of u, for different network
sizes N. At any value of u, larger network sizes correspond to
smaller densities. Bottom: check of the collapse predicted by Eq.
(46). The dashed line has slope 1.

(5(q,1)+q! D )\,)At$1 (77)

rq'=q

holds for all values of g. With this prescription an average of
E(At,{C}) events occur in a time interval At.

B. Branching-annihilating random walks

In our numerical study of the BARW, we first focus in the
behavior of the average particle density in the steady state as
a function of the branching rate. As already observed in other
dynamical systems in SF networks [19,54], we find it diffi-
cult to observe the infinite-size-limit behavior [Eq. (40) or
(54)] in either bosonic or fermionic simulations, for the net-
work sizes available within our computer resources. There-
fore, we report the results for the finite size behavior, ex-
pected in finite networks, Egs. (45) and (46). In Fig. 1 we
plot the average density in the active phase of the bosonic
BARW with g=p=2 as a function of the branching rate w. In
the parameter range shown in this figure (top panel), we
observe that the density follows a linear behavior as a func-
tion of the branching parameter w. This linear dependence on
M corresponds to the asymptotic finite-size solution predicted
by Eq. (46), which is expected to hold in networks of finite
size and for very small steady-state densities. We can further
check the accuracy of the prediction by noticing that, in SF
uncorrelated networks, the prefactor in p should scale with
the system size as p~ uN-C~?2, Therefore, we should ex-
pect that a plot of N®~¥/2p as a function of u would collapse
for different network sizes. This is actually what we observe
in Fig. 1 (bottom panel), where different curves are clearly
laid one on top of the other for small values of u. As the
density becomes larger, on the other hand, the collapse be-
comes less and less precise, in agreement with the fact that
Eq. (46) is only valid in the very-small-density regime.
Moreover, deviations from the collapse line set in earlier for
large system sizes in agreement with Eq. (55), according to
which finite-size effects show up for values of u smaller than
L NN—('y—Z)/Z.
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FIG. 2. (Color online) Average density of the fermionic BARW
with g=p=2 at the steady state on uncorrelated UCM networks
with y=2.5. Top: density at the stationary state as a function of the
parameter v, for different network sizes N. Bottom: check of the
collapse predicted by Eq. (45). The dashed line has slope 1.

In Fig. 2 we present analogous results for the fermionic
version of the BARW. Here (top panel) we can observe a first
difference with respect to the bosonic BARW: For small val-
ues of NV, it is not possible to span a range of small values of
v, due to the fact the system falls quickly into the absorbing
state. Small v can only be explored using large N. The trend
of all plots is, however, correct: linear in v and decreasing
when increasing the network size. The data again collapse
with the same functional form, now p~ vN-®=""2, for large
systems sizes. The deviations at small N and large v, how-
ever, seem now larger than in the bosonic case.

Having checked that the average density takes the same
form in both bosonic and fermionic approaches, we focus
now on the density spectra, in which differences between the
two formalisms are predicted at the MF level. In the case of
the bosonic BARW with g=2, the density spectra in the
steady state, as given by Eq. (48), is characterized by a pe-
culiar square-root behavior. To check this form, we observe
that, if we define the function

2 92
GM(Pk)E[(f_)\—Z;"‘I) —1}%, (78)

we expect G,(p,)=k for any values of the reaction param-
eters. In Fig. 3 (center panel) we can see that this collapse
works well for a wide range of p values. Alternatively, we
can consider the small-density behavior, given by the general
Eq. (25), which translates in the function

T (p) = (1- zm<k>%, (79)

being T, (py)=k. In Fig. 3 (bottom panel) we observe a poor
collapse of the curves, which is approximately attained only
at very low densities, confirming the presence of strong non-
linearities at large p.

In Fig. 4 we investigate the density spectrum of a fermi-
onic BARW for different values of the total density. As we
can observe (top panel), the spectra saturate to a constant
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FIG. 3. (Color online) Density spectra in the bosonic BARW
process with g=p=2 at the steady state on uncorrelated UCM net-
works with y=2.5. Network size N=10°. Top: density spectra as a
function of the degree k for different steady-state densities. Differ-
ent stationary densities have been obtained fixing the annihilation
parameter A=0.05 and varying the branching parameter . Center:
data collapse of the density spectra with different average stationary
densities as predicted by Eq. (78). Bottom: check of the Taylor
expansion of the density spectra, as given by Eq. (79).

value for large values of p and k, as expected from the the-
oretical expression, Eq. (36). On the other hand, this equa-
tion implies that the function

(k)pi
p(O[(1+v) = (2+v)p]

should satisfy G,(p)=k for all f and p. Considering the
small-density limit, on the other hand, a linear behavior of p

G.lp) = (80)
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FIG. 4. (Color online) Density spectra for the fermionic BARW
process with g=p=2 at the steady state on uncorrelated UCM net-
works with y=2.5. Network size N=10°. Top: density spectra as a
function of the degree k for different steady-state densities. Differ-
ent stationary densities have been obtained varying the parameter v.
Center: data collapse of the density spectra for different steady-state
densities, as predicted by Eq. (80). Bottom: check of the Taylor
expansion of the density spectra, as given by Eq. (81).

PHYSICAL REVIEW E 78, 016111 (2008)

T
[

e p(t) = 0.090 ‘
=) e p(t) = 0.021
& 107 . . pm=0011
OO 2 p(t) = 0.0070

I \

FRTHT T

FIG. 5. (Color online) Density spectra of the bosonic RD pro-
cess 2A — @ on uncorrelated UCM networks with y=2.5. Network
size N=10°. Top: density spectra as a function of the degree k at
different times (densities) from measures performed with fixed pa-
rameter A=0.1. The curves show a bending in the large k region for
short times (large densities). Center: data collapse of the density
spectra at different times as predicted by Eq. (82). Bottom: check of
the Taylor expansion of the density spectra, as given by Eq. (83).
The poor collapse at large k confirms the presence of strong non-
linear terms at short times.

with k is expected, translated again in the new function

(kYpy
p(t)(1+v)’

being T,(p;) =k. While the collapse with the full shape of Eq.
(36) (center panels in Fig. 4) is almost perfect, it is much
worse if only the Taylor expansion is considered (bottom
panel), being only approximately correct for very small den-
sities.

C. Diffusion-annihilation process

To validate our theoretical approach for decaying RD sys-
tems, we have concentrated on the bosonic description of the
processes, since the fermionic version described in Sec.
IV B 1 was already checked numerically in Ref. [19]. We
consider thus the general bosonic process gA — @, at rate X,
for which a detailed analytical solution was given in Sec.
IV B 2. For the case ¢g=2, again a peculiar square-root be-
havior for the density spectrum was predicted in Eq. (67),
which is corroborated in Fig. 5 by means of three different
graphs. Again, from Eq. (67), defining the function

(k)

- 82
Shp (82)

Golpy) = [(4\pp+1)* = 1]
where M\ is the annihilation parameter, we will expect that
Gy(py) =k for all times. In Fig. 5 (center panel) it is clear that
the different curves, corresponding to different values of the
average density p(f), collapse well, in agreement with the
theoretical prediction. In the bottom panel, we check the gen-
eral asymptotic expression for large times, Eq. (25). In this
case, for small values of 8\kp/(k), we should expect the
function
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FIG. 6. (Color online) Density decay of the bosonic gA — @
diffusion-annihilation processes in finite correlated and uncorrelated
networks, for different values g=2 (solid lines), g=3 (dashed lines),
and g=4 (dot-dashed lines). For all values of g, the graphs show a
tail of the form 1"~V as predicted in Eq. (64), for both uncorre-
lated (UCM) networks (main figure) and correlated (CM) networks
(inset). Data obtained from networks of size N=10° with degree
exponent y=2.5. For all plots, the annihilation parameter was fixed
at A=0.04.

pikk)
p(1)

to be To(pi)=k, which holds when the times are large
enough, but shows a clear bending at large degrees and large
densities, a signature again of the fact that it is fundamental
to take into account the nonlinearity of the spectrum.

As in the case of the fermionic diffusion-annihilation pro-
cess [19], it turns out that the asymptotic expression for in-
finite networks of the total particle density, Eq. (73), is very
difficult to observe numerically, due to the very small range
of the extension of the power-law behavior. We have there-
fore focused again on the general prediction for finite net-
works, Eq. (64), according to which the RD process gA
— @ shows a decay of the average density at large times of
the form p(r) ~ ¢4~V independently of the presence or ab-
sence of degree correlations. We present in Fig. 6 simulation
results for three values of g—namely, g=2,3,4—on uncor-
related networks SF generated with the UCM algorithm
(main plot), and correlated SF networks generated with the
CM prescription (inset). It is clear that the theoretical predic-
tions are in perfect agreement with numerical data. This re-
sult is particularly relevant since, for ¢g>2, it concerns
purely bosonic processes, which do not have a fermionic
counterpart.

The time-independent prefactor of Eq. (64), moreover,
states that the average density should be suppressed by the
size term ((k%)/(k))~"@=D. More precisely, we can rewrite
Eq. (57) as p(1) ~A(N,y) VD a=D) | with

To(py) = (83)

A(N,y) ~ NI+=972, (84)

in UCM networks, with cutoff k.(N)~N"?. We have esti-
mated the A(N,y) values by linear fits of the p(r)~! vs
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FIG. 7. (Color online) System size dependence of the density
prefactor in the diffusion-annihilation process 34 — @. According
to Eq. (84), we plot the prefactor A(N, y) as a function of N(+4-7/2,
The good linear behavior confirms the predictions of bosonic het-
erogeneous MF theory in the diffusion-limited regime. Data ob-
tained from networks with degree exponent y=2.5 (top) and vy
=3.0 (bottom). For all plots, the annihilation parameter was fixed at
A=0.04.

4= curves for the 34 — @ process taking place on net-
works of different sizes (data not shown) and for two values
of the degree exponent y. We report the results in Fig. 7,
where the scaling relation predicted by Eq. (84) is found to
be in very good agreement with simulation data.

VI. DISCUSSION AND CONCLUSIONS

In this paper we have studied bosonic RD processes in SF
networks introducing a general continuous-time framework
which is well suited for both MF analytic calculations and
computer simulations. At the MF level, we have developed
the rate equations that characterize any generic RD process.
We have considered in particular one-species RD processes,
for which MF theory provides a natural way to classify all
possible RD schemes. We have analyzed in detail both
steady-state and monotonously decaying processes from a
general perspective, focusing also on specific examples:
namely, the BARW and diffusion-annihilation processes. For
processes characterized by reactions not involving more than
two particles, we have compared the results with a fermionic
version of the same problems, implemented in terms of dis-
crete interacting particle systems.

Beyond the obvious difference concerning the fact that
the average density is bounded in fermionic processes while
it is not in their bosonic version, both bosonic and fermionic
MF formalisms render equivalent results for the density of
particles in single-species RD processes, the main difference
between both formalisms lying in the functional form of the
density spectrum of particles. For high densities, the spec-
trum in bosonic systems goes in general as the power k!9,
where ¢, is the highest order of the reactions defining the
RD system, while for fermionic systems the behavior of the
spectrum is in general algebraic. Thus, in the bosonic
scheme, hubs become relatively less and less populated as
more many-particle reactions are present, provided the aver-
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age density is sufficiently high. In the very-low-density re-
gime, on the other hand, the bosonic approach predicts spec-
tra linear with k, a fact that allows us to make general
predictions for the behavior of any RD process in finite net-
works, which turns out to coincide with the homogeneous
MF result, with a network-size correction. This result con-
firms the relevance of finite-size effects in the dynamics on
SF networks, already reported for fermionic systems [19,54],
since the border between “high” and “low” densities is in
general determined by the pk.(N) product.

Another interesting result concerns one-species bosonic
RD processes with an absorbing-state phase transition, where
the critical point does not depend on the possible heteroge-

neity of the network, but is in general located at ', >0. This
condition translates in the presence of reaction processes
with particle creation starting from a single particle and cor-
responds to the threshold independent of the network topol-
ogy found in other fermionic systems [34]. In order to ob-
serve effects of the connectivity heterogeneity in the
threshold, more complex RD schemes, such as those involv-
ing two or more species, must be considered [25]. On the
other hand, the bosonic point of view allows one to shed a
different light on the value y=3 usually associated with a
frontier between regular (y>3) and complex (y<3) behav-
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ior for dynamical systems on SF networks. We can readily
see that the value y=3 emerges simply from considering
dynamical processes involving at most two-particle interac-
tions. For general interactions involving ¢ particles, one will
expect instead to obtain unusual results for y<<g+1 [see,
e.g., Eq. (46)].

The continuous-time theoretical and numerical formal-
isms presented for bosonic processes have been developed in
depth for the particular case of one-species processes, but
they can be easily generalized to many-species systems,
opening thus the path to the study of a variety of processes of
large relevance in the understanding of the topological ef-
fects of complex networks on dynamic and transport phe-
nomena.
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