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We present the exact solution of the one-dimensional extended Hubbard model in the atomic limit within the
Green’s function and equations of motion formalism. We provide a comprehensive and systematic analysis of
the model by considering all the relevant response and correlation functions as well as thermodynamic quan-
tities in the whole parameters space. At zero temperature we identify four phases in the plane �U ,n� �U is the
on-site potential and n is the filling� and relative phase transitions as well as different types of charge ordering.
These features are endorsed by investigating at T=0 the chemical potential and pertinent local correlators, the
particle and double occupancy correlation functions, the entropy, and by studying the behavior in the limit
T→0 of the charge and spin susceptibilities. A detailed study of the thermodynamic quantities is also presented
at finite temperature. This study evidences that a finite-range order persists for a wide range of the temperature,
as shown by the behavior of the correlation functions and by the two-peak structure exhibited by the charge
susceptibility and by the entropy. Moreover, the equations of motion formalism, together with the use of
composite operators, allows us to exactly determine the set of elementary excitations. As a result, the density
of states can be determined and a detailed analysis of the specific heat allows for identifying the excitations and
for ascribing its two-peak structure to a redistribution of the charge density.
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I. INTRODUCTION

It goes without saying that the Hubbard model �1� is of
seminal importance in the study of modern condensed matter
theory. Originally introduced to describe the correlations of
electrons in the narrow d band of transition metals, the Hub-
bard model has been subsequently used to investigate a large
variety of situations experimentally observed. Upon varying
the model parameters, it is believed that the Hubbard model
can describe many properties of strongly correlated elec-
tronic systems. However, its applicability to real materials is
rather limited and some extensions are needed. Among vari-
ous generalizations, one of the most studied is the so-called
extended Hubbard model �EHM�, where a nearest-neighbor
interaction V is added to the original Hubbard Hamiltonian,
which includes only an on-site interaction U. If one assumes
that the interaction parameters arise solely from Coulomb
interactions, then both U and V are repulsive. However, these
parameters may represent effective interactions. Thus their
ranges can be broader, allowing for both positive and nega-
tive values. The electronic properties of the model are sub-
stantially modified by including nonlocal interactions allow-
ing one to describe charge ordering �CO�, experimentally
observed, in a variety of systems. Indeed, several studies of
the EHM have pointed to the presence of states with phase
separation �2� and of charge-ordered phases �3,4�. Further-
more, the introduction of an intersite interaction can mime
longer-ranged Coulomb interactions needed to describe ef-
fects observed in conducting polymers �5�.

Although the Hubbard model is oversimplified and in
spite of very intensive study, both analytical and numerical,
exact solutions exist only in one or infinite dimensions. In
one dimension the thermodynamics of the Hubbard model

has been widely investigated by means of different exact
approaches for both nearest-neighbor hopping �6,7� and
long-range hopping �8�. For higher dimensions �D�1�, the
study is far from being completed and only few rigorous
results are known. In particular, relevant results were ob-
tained by exact diagonalization on small clusters �9� and by
numerical investigations �10�. For the case of infinite dimen-
sion, an exact solution has been obtained by dynamical field
theory �11�.

The situation is more severe for the extended version of
the model: even in one dimension there is not a complete
exact solution. Actually, it is known that the EHM is nonin-
tegrable for general values of the model parameters �12�.
These difficulties have led to the investigation of the so-
called narrow band limit, where the hopping t can be ne-
glected with respect to the interaction couplings U and V.
This simplified version, also known as the atomic limit of the
extended Hubbard model �AL-EHM�, has been largely stud-
ied for several years.

There is a large and diffused interest in the study of this
relatively simple model, motivated by several reasons: �i� the
phase diagram has a very rich structure with a multicritical
behavior; �ii� one observes several kinds of long-range orders
pertinent to commensurate sublattice charge-density alterna-
tion �long-range order has been observed in many narrow
band materials�; �iii� the results for the atomic model may
give some information beyond the zero-bandwidth limit
�several approximate studies, as well as some exact results
for the one dimensional �1D� case �13�, hint at the possibility
that charge ordering persists in the corresponding narrow
band model�; �iv� the knowledge of the atomic limit can be
used as a starting point for a perturbation expansion in pow-
ers of the hopping t.
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Without pretending to be exhaustive, a review of the dif-
ferent approaches available in the literature could be pre-
sented as follows. The phase diagram of the AL-EHM at half
filling �n=1� has been investigated in several papers by
means of a modified Hartree-Fock theory �14�, beyond
Hartree-Fock approximation employing a decoupling proce-
dure �15�, variational approach �16� and Bethe-Peierls ap-
proximation �17�. The molecular field approximation �18�
has been used to obtain the phase diagram in the �n ,U /zV�
plane and in the ��, U /zV� plane �z being the coordination
number and � the chemical potential�. Another approach
makes use of the transfer-matrix method that, although prac-
tically employable only for one-dimensional systems, can
provide exact results. In Refs. �19,20� the specific heat and
the static magnetic susceptibility have been studied at half
filling. In Ref. �20� exact expressions for the charge-charge
correlation function have been obtained for n=1 and n=0.5
�U→��. For n=1 and U�2V, the ground state is a Mott
insulator with one electron per atom; when U�2V the
ground state is a CO state with one sublattice doubly occu-
pied and the other empty. The phase transition �PT� from the
CO state to the Mott state can be either first or second order,
and the phase diagram exhibits a tricritical point. A method
of constructing the ground state phase diagram has been for-
mulated in Ref. �21� by exploiting the reflection positivity
property with respect to reflections in lattice planes exhibited
by the AL-EHM. Estimates of the probability of some events
at nonzero temperatures were also provided. In Ref. �22� the
AL-EHM has been studied in two dimensions addressing the
problem of determining the zero temperature phase diagram
in the �� /V, U /V� plane. The ground state exhibits several
kinds of charge long-range orders, which persist also at suf-
ficiently low temperatures This study reports the absence of
PTs among the different regimes at finite temperatures, in
contrast to the results of the mean-field approximation �18�.
It is also suggested that the staggered charge order persists in
the corresponding narrow band model, although there is no
rigorous proof since the reflection positivity property fails to
be true for nonzero t. Another category of studies is based on
the use of the Pirogov and Sinai methods �23�. When applied
to the AL-EHM, these methods allow for a detailed study of
the low temperature phase diagram. Moreover, they allow for
an extension to nonzero t, treating the narrow band Hubbard
model as a quantum perturbation of the t=0 model. In Ref.
�24� the phase diagram of the AL-EHM has been derived. At
zero temperature, the phase diagram in the �U ,�� plane
shows six phases: three homogeneous and three staggered.
For any sufficiently low nonzero temperature, the three stag-
gered phases merge into one, without any PT. These results
have been confirmed in Ref. �25�, where also the case of
attractive intersite potential �V�0� has been considered. The
narrow band EHM in D�2 has been studied in Ref. �26�,
where it has been shown that the staggered charge order
persists for sufficiently small values of the hopping param-
eter t.

A comprehensive study of the phase diagram of the 1D
EHM was carried out in Ref. �27� using different methods:
perturbation analysis in the strong and weak coupling limits,
quantum Monte Carlo in the intermediate coupling region
and exact diagonalization calculations. The authors individu-

ated various phases, including charge and spin density
waves, superconductivity, and phase separation. G-ology in-
vestigations �28,29�, renormalization group �30�, and
bosonization �31� studies have provided analytic insights,
particularly in the weak coupling regime. Finally, a large
activity by numerical simulation must be mentioned. The
EHM has also been studied by means of quantum Monte
Carlo �QMC� simulations �32,33�, Lanczos technique �34�,
exact diagonalization calculations �35,36�, density-matrix
renormalization group �37�. The phase diagram and some
thermodynamical properties at half filling of the EHM have
been studied by means of the density-matrix renormalization
group applied to transfer matrices �38�. The variational clus-
ter approach has also been successfully applied for the EHM
in one and two dimensions, showing that QMC and density-
matrix renormalization-group results can be reproduced with
very good accuracy �41�.

Recently, some interesting results in the study of the AL-
EHM have been obtained by means of Monte Carlo �MC�
simulation, for dimensions greater than 1. In Ref. �39�, by
combining MC and mean-field approximation, the phase dia-
gram at fixed � has been derived both at T=0 and finite
temperatures, and the critical behavior in the vicinity of the
tricritical points has been analyzed. In Ref. �40� MC simula-
tion has been used to study the AL-EHM on a square lattice
�L=10−40�; a detailed study of the model at finite tempera-
ture has been presented for different values of the filling
and/or chemical potential, evidencing the presence of differ-
ent charge orderings and tricritical point lines, and the pos-
sibility of phase separation and formation of stripes.

Most of these analyses have focused on the half filling
case, paying attention to the boundary line separating spin-
density wave from charge-density wave, as well as to the
existence and location of a tricritical point. In the last few
years, there have been discussions galore on the existence of
an intermediate bond-order wave phase �42�, whose presence
seems widely confirmed by now �43�. The case of quarter
filling has been examined in several works, providing precise
estimates of the charge gap �44�, suggesting the possibility of
superconductivity in an unexpected region of the �U, V�
plane �45� and the existence of a CO transition �3,36�.

As it emerges from the above review, an exact, rigorous
and detailed study of the AL-EHM and, in particular, of the
one-dimensional case, for different values of the parameters
n, T, U, and V, is still missing in the literature. Most of the
existing studies have been restricted to the case of half fill-
ing. The analysis given in Refs. �22,24–26� allows for a
complete description of the phase diagram at zero tempera-
ture, but in the ��, U� plane. Actually, in several works,
many properties of the system are presented as a function of
the chemical potential �. Although from a theoretical point
of view the chemical potential and the particle density n are
conjugated variables, experimentally it is possible to tune the
density in a controlled way, by varying the doping. The
chemical potential is an internal parameter, dynamically de-
termined by the system itself according the values of the
external parameters. It is very difficult to induce transforma-
tions at fixed chemical potential. Moreover, by fixing the
particle density or the chemical potential one can obtain dif-
ferent results, if the canonical and grand canonical ensembles
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are inequivalent due to a divergence of the compressibility.
For instance, if the chemical potential is considered as an
external parameter, at T=0 one finds that a solution exists
only for discrete values of the particle density �n=1 /2, 1,
3/2, 2�. Thus all the studies where � is considered as an
independent variable are doubtless interesting from a math-
ematical point of view, but are not directly related to experi-
mental situations. It is just more physical to consider the
particle density number n as an external parameter, deter-
mined by the particular material under study. In real materi-
als n can vary in a large range: in cuprate materials and in
conducting polymers, n=1 in the insulating state, but largely
varies under doping �5�; in charge transfer salts n varies by
varying the pressure in the neighborhood of n=2 /3 �46�;
Bechgaard salts have n=1 /2 �quarter filling� �47�.

It is worthwhile to recall that there is a correspondence
between the AL-EHM and the spin-1 Ising model defined on
the same lattice. A transformation from the fermionic to the
spin Hamiltonian can be performed by defining the pseu-
dospin variable S�i�=n�i�−1. Under this transformation, one
ends up with a Hamiltonian pertinent to a spin-1 Ising model
with nearest-neighbor exchange J=−V, in the presence of an
effective crystal field �=U /2+kBT log 2 and of an external
magnetic field h=�−2V−U /2. The temperature dependence
of the crystal field is due to the spin degeneracy induced by
the mapping between S and n. The literature on the spin-1
Ising model is vast and we refer the interested reader to the
bibliography given in Ref. �48�. However, here we would
like to comment on the equivalence between the two models.
There is a dramatic difference from a physical point of view
because, for a spin system, it is possible to tune the magni-
tude of the applied magnetic field h and vary the temperature
T. The system responds to such variations by rearranging the
spins in a pertinent configuration, described, in average, by
the magnetization m= �S�. For the fermionic model, the ex-
ternal thermodynamic parameters are n and T: the system
responds to variations of these parameters by adjusting the
chemical potential �.

In this work we present a study of the 1D AL-EHM by
using a different method based on the equations of motion
and Green’s function formalism. Recently, it has been shown
�49� that a system built up of q species of localized Fermi
particles subject to finite-range interactions is exactly solv-
able in any dimension. By exactly solvable we mean that it is
always possible to find a complete set of eigenenergies and
eigenoperators of the Hamiltonian closing the hierarchy of
the equations of motion. Thus one can obtain exact expres-
sions for the relevant Green’s functions and correlation func-
tions depending on a finite set of parameters, whose knowl-
edge is required in order to have a complete solution of the
system. In the case of a one-dimensional lattice, for q
=1,2 ,3 �48,50,51�, and in the case of a Bethe lattice for q
=1 �52�, it has been shown how it is possible to exactly fix
such parameters by means of algebra constraints. The ana-
lytical exact solution of the 1D AL-EHM was reported in
Ref. �48�, where preliminary results were given for vanishing
on-site potential. Here we present a systematic and detailed
study of the model. We study the properties of the system as
a function of the external parameters n, T /V, U /V �through-
out the paper we set V�0 as the unit of energy� allowing for

the on-site interaction U to be both repulsive and attractive.
Owing to the particle-hole symmetry, it is sufficient to ex-
plore the interval �0, 1� for the parameter n. The chemical
potential is then self-consistently determined as a function of
the external parameters. We also address the problem of de-
termining the zero temperature phase diagram in the �U /V,
n� plane. Relevant local quantities, such as the double occu-
pancy, the next-nearest correlation functions, the density of
states, and the correlation functions for the charge and
double occupancy are systematically computed both at T=0
and as functions of the temperature.

For specific values of the particle density, we find regular
spatial distributions of the electrons determined by the two
competing terms in the Hamiltonian, i.e., the on-site and the
intersite interactions. For particle densities less than quarter
filling we do not observe CO states by varying the on-site
potential U. At U=0 there is a CO transition at quarter filling
from a spatial disordered configuration where the electrons
are coupled in pairs to a checkerboard distribution of singly
occupied sites for U�0. For particle densities between quar-
ter and half filling, we find three possible spatial arrange-
ments of the electrons by varying U. For attractive on-site
potential the electrons are still disorderly coupled in pairs; at
U=0 one observes a transition to a peculiar ordered state
with alternating empty and occupied sites. The peculiarity
consists in the fact that, upon fixing the particle density,
some of the singly occupied sites become doubly occupied—
with the constraint that the double occupancy D is equal to
�n−1 /2�—and the possible distributions along the chain are
energetically equivalent. Further increasing the on-site po-
tential, a second transition to a disordered distribution of
only singly occupied sites is observed at U=2V. At half fill-
ing, we find the well-known transition at U=2V from a state
where every second site is doubly occupied to a state with
one electron per site �14�. We also find the interesting result
that the correlation functions are controlled by two correla-
tion lengths 	n and 	D, though the latter is relevant only at
T�0. On the other hand, if one fixes the on-site potential
and allows the particle density to vary, one observes zero
temperature PTs only at quarter and half filling, signaled by
the divergence of the correlation length 	n. For fixed attrac-
tive on-site potential, the correlation length 	n diverges only
at half filling and thus, a long-range order is established. For
values of the on-site potential 0�U�2V the correlation
length 	n diverges for all values of the filling in between
quarter and half filling, but only at these extremal values
does one observe a CO state. For large repulsive on-site po-
tential, 	n diverges only at quarter filling, where one finds a
regular alternating distribution of singly occupied sites. The
further increase of the particle density leads to an increasing
single occupation of the empty sites until the homogeneous
distribution is reached at half filling.

At finite but low temperatures, one expects that the sce-
nario previously depicted still holds. This wisdom is
strengthened by the behavior of thermodynamic quantities
such as the charge and spin susceptibilities, the internal en-
ergy, the specific heat, and the entropy. The computation of
the entropy requires some attention since the ground state is
macroscopically degenerate �unless for U�2V and n=1� and
we find thus a finite zero-temperature entropy.
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Before ending this section, we would like to stress the
motivations of our work. First, we use a different method.
The transfer matrix method is the most common approach
used in the literature to obtain analytical and exact solutions
of the AL-EHM and thus allowing for performing explicit
calculations of the relevant correlation functions and thermo-
dynamic properties. However, this method is basically re-
stricted to 1D systems. There are great difficulties in extend-
ing the method to higher dimensions, as the famous Onsager
solution of the 2D spin-1/2 Ising model shows �53�. Our
approach has the advantage of offering a general formulation
for any dimension �49�. The problem within our approach is
that the exact �in principle� solution is expressed in terms of
a set of parameters not easily computable by means of the
dynamics. The solution of this problem has been found for
1D systems �48–51� and Bethe lattices �52,54�; more com-
plicated lattice structures are currently under investigation.
Second, our approach provides us with an insight into the
thermodynamic properties of the AL-EHM. Besides the ex-
act determination of the zero-temperature phase diagram in
the full range of the parameters, one is also capable to ana-
lyze in detail the behavior of several thermodynamic quanti-
ties. Furthermore, the study of these quantities allows also us
to ascertain the different PTs occurring at zero temperature.
Last but not least, the Green’s function formalism and the
equations of motion method allows us to exactly determine
the energy spectra and, as a result, to identify the excitation
energies contributing to the specific heat. As a consequence,
we are able to enlighten the issue of the nature of the peaks
in the specific heat: we show that the double-peak structure
is only due to charge excitations described by the Hubbard
projection operators.

The paper is organized as follows. In Sec. II, upon intro-
ducing the Hubbard composite operators, we briefly review
the analysis leading to the algebra closure and to analytical
expressions of the retarded Green’s functions �GFs� and cor-
relation functions �CFs�. Since the composite operators do
not satisfy a canonical algebra, the GF and CF depend on a
set of internal parameters, leading only to exact relations
among the CFs. According to the scheme of the composite
operator method �55�, it is possible to determine these pa-
rameters by means of algebra constraints fixing the represen-
tation of the GF. By following this scheme, one can obtain
extra equations closing the set of relations and allowing for
an exact and complete solution of the 1D AL-EHM. In Sec.
III we analyze the properties of the system at zero tempera-
ture. We characterize the different phases emerging in the
phase diagram drawn in the �U ,n� plane, by studying the
behavior, as functions of n and U, of the chemical potential
and of various local properties �double occupancy, next-
nearest correlation functions�; the density of states and the
charge and double occupancy correlation functions are also
presented for various values of n and U. In the following, we
shall denote with charge and double occupancy, the particle-
particle and the double occupancy–double occupancy corre-
lation functions, respectively. Section IV is devoted to the
study of the finite temperature properties. Further to the
study of all the quantities analyzed in Sec. III, we also
present results for the charge and spin susceptibilities, the
specific heat, and the entropy. Finally, Sec. V is devoted to

our conclusions and final remarks, while the Appendix re-
ports some relevant computational details. Interested readers
are referred to Ref. �56� for a more detailed version of this
paper.

II. EXACT SOLUTION OF THE 1D ATOMIC EXTENDED
HUBBARD MODEL

The exact solution of the 1D AL-EHM was presented in
Ref. �48�, where the central issue was the case of vanishing
on-site potential �U=0�. In this section we shall briefly re-
view the results previously obtained, providing a simpler
framework of calculation and extending the solution to non-
local correlation functions. This new framework allows one
to study the properties of the system in the entire region of
the external parameters n, T /V, U /V. By considering the
atomic limit, the Hamiltonian of the 1D EHM is given by

H = �
i

�− �n�i� + UD�i� + Vn�i�n
�i�� , �1�

where n�i�=c†�i�c�i� is the charge density operator, c�i�
�c†�i�� is the electron annihilation �creation� operator—in the
spinor notation—satisfying canonical anticommutation rela-
tions. We use the Heisenberg picture: i= �i , t�, where i stands
for the lattice vector Ri. The Bravais lattice is a linear chain
of N sites with lattice constant a. � is the chemical potential;
U and V are the strengths of the local and intersite interac-
tions, respectively. D�i�=n↑�i�n↓�i�=n�i��n�i�−1� /2 is the
double occupancy operator. Hereafter, for a generic operator
��i�, we define �
�i , t�=� j
ij��j , t�, where 
ij is the pro-
jection operator over nearest neighboring sites.

A. Eigenoperators and eigenvalues

Upon introducing the Hubbard operators 	�i�= �n�i�
−1�c�i� and ��i�=n�i�c�i�, one may define the composite
field operator

�i� = ��	��i�
����i�

	 , �2�

where

�	��i� =

	�i�

	�i��n
�i��
]

	�i��n
�i��4
�, ����i� =


��i�
��i��n
�i��

]

��i��n
�i��4
� .

�3�

By exploiting the algebraic properties of the operators n�i�
and D�i�, it is easy to show that the fields �	��i� and ����i�
are eigenoperators of the Hamiltonian �1� �48�:

i
�

�t
�	��i� = ��	��i�,H� = ��	��	��i� ,

i
�

�t
����i� = �����i�,H� = ��������i� , �4�

where ��	� and ���� are the 5�5 energy matrices �48�
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��	� =

− � 2V 0 0 0

0 − � 2V 0 0

0 0 − � 2V 0

0 0 0 − � 2V

0 − 3V
25

2
V −

35

2
V − � + 10V

� ,

���� =

U − � 2V 0 0 0

0 U − � 2V 0 0

0 0 U − � 2V 0

0 0 0 U − � 2V

0 − 3V
25

2
V −

35

2
V U − � + 10V

� ,

whose eigenvalues, Em
�	� and Em

���, are given by

Em
�	� = − � + �m − 1�V ,

Em
��� = − � + U + �m − 1�V . �5�

B. Retarded Green’s functions and correlation functions

The knowledge of a complete set of eigenoperators and
eigenenergies of the Hamiltonian allows for an exact expres-
sion of the retarded Green’s function

G�s��t − t�� = ��t − t�����s��0,t�,s†�0,t��� , �6�

and, consequently, of the correlation function

C�s��t − t�� = ��s��0,t��s�†�0,t��� . �7�

In the above equations, s=	 ,� and �¯� denotes the
quantum-statistical average over the grand canonical en-
semble. For the Fourier transforms, one finds �48�

G�s���� = �
m=1

5
��s,m�

� − Em
�s� + i�

, �8�

C�s���� = ��
m=1

5

��s,m�Tm
�s���� − Em

�s�� , �9�

where Tm
�s�=1+tanh��Em

�s� /2�, �=1 /kBT, and ��s,m�=�m
�s���m�

are the spectral density matrices; ��m� are matrices of rank
5�5:

�l,k
�1� = �l,1�k,1, �l,k

�m� = �m − 1

2
	l+k−2

,

where m=2, . . . ,5 and the �m
�s� are given by

�1
�s� =

1

6
�6I1,1

�s� − 25I1,2
�s� + 35I1,3

�s� − 20I1,4
�s� + 4I1,5

�s� � ,

�2
�s� =

4

3
�6I1,2

�s� − 13I1,3
�s� + 9I1,4

�s� − 2I1,5
�s� � ,

�3
�s� = − 6I1,2

�s� + 19I1,3
�s� − 16I1,4

�s� + 4I1,5
�s� ,

�4
�s� =

4

3
�2I1,2

�s� − 7I1,3
�s� + 7I1,4

�s� − 2I1,5
�s� � ,

�5
�s� =

1

6
�− 3I1,2

�s� + 11I1,3
�s� − 12I1,4

�s� + 4I1,5
�s� � . �10�

Ia,b
�s� are the elements of the normalization matrix I�s�

= ���s��i� ,�s�†�i�� which can be expressed as

I1,k
�	� = ��k−1� − ��k−1�, ��p� = ��n
�i��p� ,

I1,k
��� = ��k−1�, ��p� =

1

2
�n�i��n
�i��p� . �11�

Thus the CFs depend on the external parameters n= �n�i��, T,
U, V and on the internal parameters: �, ��p�, and ��p�. It is
easy to show that the CFs obey the following self-consistent
equations:

C1,k
�	� + C1,k

��� = ��k−1� − ��k−1� �k = 1, . . . 5� . �12�

The number of these equations is not sufficient to determine
all the internal parameters, and one needs other equations.
This problem will be considered in Sec. II C, where a self-
consistent scheme, capable to compute the internal param-
eters, will be presented.

C. Self-consistent equations

The previous analysis shows that the complete solution of
the model requires the knowledge of the parameters � ,��k�

and ��k�. These quantities may be computed by using algebra
constraints and symmetry requirements �48�. By recalling the
projection nature of the Hubbard operators 	�i� and ��i�, it is
easy to see that the following algebraic properties hold:

	†�i�n�i� = 0, �†�i�n�i� = �†�i� ,

	†�i�D�i� = 0, �†�i�D�i� = 0. �13�

These are fundamental relations and constitute the basis to
construct a self-consistent procedure to compute the various
unknown parameters of the solution. One first fixes an arbi-
trary site, say i, of the chain, then splits the Hamiltonian �1�
in the sum of two terms:

H = H0�i� + HI�i� ,

HI�i� = 2Vn�i�n
�i� , �14�

and introduce the H0�i� representation: the statistical average
of any operator O can be expressed as

�O� =
�Oe−�HI�i��0,i

�e−�HI�i��0,i
, �15�

where �¯�0,i stands for the trace with respect to the reduced
Hamiltonian H0�i�: i.e., �¯�0,i=Tr�¯e−�H0�i� /Tr�e−�H0�i�.
In the following, we shall drop the index i since, by requiring
translational invariance, all the sites are equivalent. As it is
shown in the Appendix, the parameters ��k� and ��k� can be
written as a function of two parameters X1= �n
�i��0 and X2
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= �D
�i��0, in terms of which one may find a solution of the
model. By exploiting the translational invariance along the
chain, one can impose �n�i��= �n
�i�� and �D�i��= �D
�i��,
finding thus two equations allowing us to determine X1 and
X2 as functions of �,

X1 = 2e���1 − X1 − dX2��1 + aX1 + a2X2�

+ e��2�−U��2 + �d − 1�X1 − 2dX2��1 + dX1 + d2X2� ,

X2 = e��2�−U��1 + dX1 − �2d + 1�X2��1 + dX1 + d2X2�

− 2e���1 + d�X2�1 + aX1 + a2X2� , �16�

where a=e−�V−1 and d=e−2�V−1. The chemical potential �
can be determined by means of the equation

n =
1

�
��X1 − 2X2��1 + aX1 + a2X2� + 2X2�1 + dX1 + d2X2�� ,

�17�

where �=1−X1+X2+ �X1−2X2��1+aX1+a2X2�+X2�1+dX1
+d2X2�. Thus Eqs. �16� and �17� constitute a set of coupled
equations allowing us to ascertain the three parameters �, X1,
and X2 in terms of the external parameters of the model �n,
U, V, and T�. Once these quantities are known, all the prop-
erties of the model can be computed. In particular, the local
CFs can be expressed in terms of the parameters D= �D�i��,
��k�, and ��k�, defined in Eq. �11�, and ��k�= ��D
�i��k�, ��k�

= �n�i��D
�i��k� /2, ��k�= �D�i��D
�i��k� /2 �56�. The double
occupancy is given by

D =
1

�
�X2�1 + dX1 + d2X2�� . �18�

In the Appendix we show how the parameters ��k�, ��k�,
��k�, ��k�, ��k� can be expressed in terms of the two basic
parameters X1 and X2. At half filling, the system of Eqs. �16�
and �17� can be solved analytically �56�.

D. Nonlocal correlation functions

On the basis of the computational framework provided, it
is not difficult to determine the nonlocal correlation func-
tions �O1�i�O2�j��, where O1�i� and O2�j� are generic opera-
tors and j is a site m steps �m�1� away from the site i. In
fact, one needs only to know the local correlators thanks to
some recurrence relations. We refer the interested reader to
Ref. �56� for analytical details. In particular, for the charge
and double occupancy correlation functions, one finds

�n�i�n�j�� = n2 + A� �p�
p
	m

e−m/	n + B� �q�
q
	m

e−m/	D,

�D�i�D�j�� = D2 + C
�p�m

pm e−m/	n + E
�q�m

qm e−m/	D, �19�

where the correlation lengths 	n and 	D are defined as

	n = �ln� 1

�p�	�−1

, 	D = �ln� 1

�q�	�−1

. �20�

The coefficients A, B, C, E, together with the exponents p
and q—all defined in Ref. �56�—are functions only of the

short-range correlation functions ��1�, ��2�, ��1�, and ��2�.

E. Density of states

By noting that the cross GFs ��	��i , t����†�i , t�� vanish,
the electronic density of states �DOS� is given by

N��� = −
1

�
Im�G11

�	���� + G11
�������

= �
m=1

5

��m
�	���� − Em

�	�� + �m
������ − Em

����� . �21�

As one can immediately see, the DOS is a sum of delta’s
functions weighted by the corresponding �m

�s�’s. It is worth-
while to observe that the expressions of the �m

�s�’s �10� lead to
the following sum rule:

�
n=1

5

��n
�	� + �n

���� = �
−�

+�

d�N��� = 1. �22�

In the following, we shall use a Lorentzian broadening:
���−�0�=� / ���−�0�2+�2�� with �=0.1.

III. ZERO TEMPERATURE RESULTS

In this section we derive the phase diagram of the AL-
EHM in the �U ,n� plane. By numerically solving the set of
Eqs. �16� and �17� we study the T=0 behavior of relevant
correlation functions and of the density of states to envisage
the distribution of the particles for different densities. The
results obtained are displayed in Fig. 1: one may distinguish
four different phases.

Phase (a). The phase �a� is observed in the region �0
�n�1, U�0� and is characterized by the following val-
ues of the parameters:

X1 =
2n

2 − n
, ��3� =

2n�1 + n�
2 − n

, A = �2 − n�n ,

X2 =
n

2 − n
, ��4� =

2n�1 + 3n�
2 − n

, B = E = 0,

D = n/2, ��2� =
n

2�2 − n�
, C =

�2 − n�n
4

,

0.0

0.2

0.4

0.6

0.8

1.0

-2 -1 0 1 2 3 4

V=1
T=0

n

U

(a)

(b)

(c) (d)

FIG. 1. The phase diagram in the plane �U ,n� at T=0 and V
=1. One can identify four phases.
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��2� =
2n

2 − n
, ��k� = ��1� = 0, p = −

n

2 − n
,

q = 0.

The chemical potential takes the value U /2 for n�1,
whereas at n=1 one naturally finds �=2V+U /2.

The attractive on-site potential favors the formation of
doubly occupied sites. At the same time, the repulsive inter-
site potential disfavors the occupation of neighboring sites.
The expectation values D=n /2 and �n�i��n
�i��k�=0 suggest
that, in the thermodynamic limit, there are neither singly
occupied sites nor neighboring sites occupied. For n�1 one
does not find any charge ordered state and the energy neces-
sary to add two electrons is 2�=U. At half filling, the chemi-
cal potential jumps from the value �=U /2 to the value �
=2V+U /2, as required by particle-hole symmetry. Indeed,
one needs to provide an energy amount of 2V for an extra
electron to occupy a nearest neighbor site. At n=1 half of the
sites are doubly occupied: by varying the particle density, the
system undergoes a PT to an ordered state characterized by a
checkerboard distribution of doubly occupied sites. In region
�a� the charge and double occupancy CFs are simply given
by

�n�i�n�i + m�� = n2 + n�2 − n��− 1�me−m/	n,

�D�i�D�i + m�� = D2 +
n�2 − n�

4
�− 1�me−m/	n. �23�

The charge CF is plotted in Fig. 2�a�. When n�1 the
parameter �p� in the definition of 	n �20� is less than 1. Thus
the CFs �23� decrease exponentially, oscillating around the
ergodic values n2 and D2, respectively. On the other hand, at
half filling �p�=1: the correlation length diverges, a long-
range order is established, and both CFs present a two-site
periodicity. In Fig. 2�b�, we plot the density of states at zero
temperature and attractive U for n�1: the DOS exhibits four
peaks at energies E1

���=U /2, E1
�	�=−U /2, E3

�	�=−U /2+2V,
E5

�	�=−U /2+4V: the electrons can occupy only states with
these associated energies. For n=1, the excitation spectrum
contains only two allowed values, leading to a DOS with two
peaks at E1

���=U /2−2V and E5
�	�=−U /2+2V �56�. By vary-

ing the particle density, the weights of the peaks change as
�1

���=n /2, �1
�	�=2�1−n�2 / �2−n�, �3

�	�=2n�1−n� / �2−n�, and
�5

�	�=n2 / �2�2−n��. The weights relative to the other energies
are zero.

The distribution of the particles in the phase �a� is shown
in Fig. 3, where we report just one possible configuration.
The configurations in the ground state will have no doubly
occupied sites next to each other. When n�1, there is no
ordered pattern in the distribution of the particles, whereas,
for n=1, one observes the well-known checkerboard distri-
bution of doubly occupied sites �14�.

Phase (b). The phase �b� is observed in the region �0
�n�0.5,U�0� and is characterized by the following val-
ues of the parameters:

X1 =
n

1 − n
, ��2� =

n

2�1 − n�
, A = n�1 − n� ,

X2 = D = 0, ��3� =
n�1 + 2n�
4�1 − n�

, B = E = C = 0,

��2� = ��1� = 0, ��4� =
n�1 + 6n�
8�1 − n�

, p = −
n

1 − n
,

��k� = 0, q = 0,

� = �0 �n � 0.5�
U �n = 0.5 and 0 � U � 2V�
2V �n = 0.5 and U � 2V� .

�
The repulsion between electrons on the same site and on

neighboring sites, leads to a scenario where the electrons will
tend to singly occupy non-neighbor sites, as confirmed by
the expectation values D=0 and �n�i��n
�i��k�=0. For par-
ticle densities less than quarter filling, there is no cost in
energy to add one electron, thus �=0. At n=0.5, one has to
distinguish two cases: �i� when 0�U�2V, the chemical po-
tential jumps from the value �=0 to the value �=U; �ii� for

0.0

0.5

1.0

1.5

2.0

0 2 4 6 8 10

T=0
V=1
U<0

n=0.25
n=0.50

n=0.75
n=1.00

m

< n(i)n( j) >

0.0

0.5

1.0

1.5

2.0

-2 0 2 4 6

V=1
T=0
U=-1.5

n=0.25
n=0.50
n=0.75

Ν(ω)

ω(b)

(a)

FIG. 2. �a� The charge CF as a function of the distance m= �i
− j� for U�0 at T=0, V=1, and n=0.25,0.5,0.75,1. �b� The den-
sity of states at T=0, V=1, and U=−1.5 as a function of the fre-
quency for n=0.25,0.5,0.75.

n=1

n=0.75

n=0.5

n=0.25

FIG. 3. Distribution of the particles along the chain by varying
the particle density at T=0 and U�0. White and black squares
denote empty and doubly occupied sites, respectively.

ONE-DIMENSIONAL EXTENDED HUBBARD MODEL ... PHYSICAL REVIEW E 77, 061120 �2008�

061120-7



U�2V, the chemical potential presents a jump from �=0 to
�=2V. As a result, for n�0.5, as illustrated in Fig. 1, there
are two distinct phases, �c� and �d�. When 0�U�2V, by
adding one electron the system enters phase �c�, character-
ized by the presence of both singly and doubly occupied
sites. The cost in energy to accommodate an extra electron is
�=U. On the other hand, when U�2V, by adding one elec-
tron, the system is driven into phase �d�, characterized by the
presence of neighbor arbitrary-spin singly occupied sites, re-
quiring thus an energy cost of �=2V.

Right at quarter filling, half of the sites are singly occu-
pied: by varying the particle density, the system undergoes a
PT to an ordered state characterized by a checkerboard dis-
tribution of arbitrary-spin singly occupied sites. This is
clearly shown in Fig. 4�a�, where we plot the charge CF
�n�i�n�j��=n2+n�1−n��−1�me−m/	n as a function of the rela-
tive distance: when n�0.5 one finds that the parameter �p�
appearing in Eq. �19� is less than 1. As a result, �n�i�n�j��
decreases exponentially, oscillating around the ergodic value
n2. At n=0.5 one finds �p�=1: 	n diverges and a long-range
order is established, as evidenced by the two-site periodicity
of �n�i�n�j��. In Fig. 4�b� we plot the DOS at T=0 for n
=0.5 and U�2V �continuous line� and U�2V �dotted line�.
For 0�U�2V, the electrons can occupy only three states at
the energies E1

���=0, E1
�	�=−U, E3

�	�=−U+2V. For U�2V,
the DOS still exhibits three peaks but now at the energies
E1

���=U−2V, E1
�	�=−2V, E3

�	�=0. By varying n the weights of
the peaks change as �1

���=n /2, �1
�	��2−7n�1−n�� / �2�1−n��,

�2
�	�=2n�2n−1� / �1−n�, and �3

�	�=n2 / �1−n�. The weights
relative to the other energies are zero.

Phase (c). The phase �c� is observed in the region �0.5

�n�1, 0�U�2V� and is characterized by the following
values of the parameters:

X1 = 2n ,

X2 = 2n − 1, ��2� =
1

2
�2n2 + 3n − 1� ,

D = n − 1/2, ��3� =
1

4
�18n2 + n − 3� ,

��2� = n�n − 1/2�, ��4� =
1

8
�110n2 − 45n − 1� ,

��k� = ��1� = 0,

A = n2,

B = E = − 2n2 + 3n − 1, p = − 1,

C = �n − 1/2�2, q = 0.

The chemical potential takes the value U for 0.5�n�1 and
2V+U /2 at n=1. The repulsive on-site and intersite poten-
tials force the electrons to prefer seating at different sites and
disfavor the occupation of neighboring sites. However, when
the intersite interaction dominates the on-site one, the mini-
mization of the energy requires the extra electrons above n
=0.5 to occupy nonempty sites. This situation is well de-
scribed by the expectation values D=n−1 /2 and
�n�i��n
�i��k�=0. Thus, in the thermodynamic limit, there can
be singly and doubly occupied sites and no neighboring sites
are filled. By increasing n, the number of doubly occupied
sites increases linearly. In this region, the correlation length
	n diverges: one finds a charge ordered state characterized by
a checkerboard distribution of alternating empty and occu-
pied �either singly or doubly� sites. For n�1 the energy
necessary to add one electron is �=U. Upon increasing the
particle density, at half filling the checkerboard distribution
is realized with only doubly occupied sites alternating with
empty ones and, correspondingly, the chemical potential
jumps from the value �=U to the value �=2V+U /2. Since
all the nonempty sites are already doubly occupied, an extra
electron would go to occupy an empty site with a cost in
energy of 2V. The existence of the ordered states is endorsed
by the behavior of the charge and double occupancy CFs,

�n�i�n�i + m�� = n2�1 + �− 1�m� ,

�D�i�D�i + m�� = D2�1 + �− 1�m�, m � 1.

In Fig. 5�a� one clearly observes a two-site periodicity of
�n�i�n�i+m��, leading to an ordered charge distribution: one
every two sites is at least singly occupied. Also the double
occupancy CF shows a double periodicity which is, of
course, to be understood as an average over all the possible
distributions of doubly occupied sites that are energetically
equivalent. The density of states at zero temperature is plot-
ted in Fig. 5�b� for 0.5�n�1 and U=V /2. One observes

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0 2 4 6 8 10

T=0
V=1
0<U

n=0.3
n=0.4
n=0.5

m

< n(i )n( j) >

0.0

0.5

1.0

1.5

2.0

-3 -2 -1 0 1 2 3

V=1
T=0
n=0.5

U=1.5
U=3.0

Ν(ω)

ω(b)

(a)

FIG. 4. �a� The charge CF for U�0 as a function of the distance
m= �i− j� at T=0, V=1, and n=0.3, 0.4, 0.5. �b� The density of states
as a function of the frequency � at T=0, V=1, and n=0.5, for U
=3 /2 and 3.
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that the DOS exhibits five peaks at the energies E1
���=0,

E1
�	�=−U, E3

�	�=−U+2V, E4
�	�=−U+3V, E5

�	�=−U+4V. On the
other hand, for n=1 and 0�U�2V, the DOS exhibits only
two peaks at the energies E1

���=−U /2−2V, E5
�	�=−U /2+2V

�56�. By varying n the weights of the peaks change as �1
�	�

= �1−n� /2, �5
�	�= �1−2n�2 /2, �3

�	�=2�1−n�2, �1
���=n /2, and

�4
�	�=−2+6n−4n2. The weights relative to the other energies

are zero.
The distribution of the particles in the region �0�n

�1, 0�U�2V� is drawn in Fig. 6, where we represent
just one possible configuration. At quarter filling the ground
states of the Hamiltonian are checkerboard configurations
where empty sites alternate with sites occupied by one par-
ticle of arbitrary spin. By increasing n, the charge order per-
sists and one observes an increase of the number of doubly
occupied sites. Finally, at half filling, one observes a check-
erboard distribution of doubly occupied sites �20�.

Phase (d). The phase �d� is observed in the region �0.5
�n�1, U�2V� and is characterized by the following val-
ues of the parameters: for 0.5�n�1,

� = 2V, ��1� � ��2� � ��3� � ��4�,

X1 = 1, A = �1 − n�n ,

X2 = 0, B = C = E = 0,

D = 0, p = − �1 − n�/n ,

��2� � ��3� � ��4�, q = 0,

and for n=1,

� = 2V + U/2, ��k� = 1, A = B = 0,

X1 = 1, ��2� = 0, C = E = 0,

X2 = 0, ��k� = 1/2, p � 0,

D = 0, ��1� = 0, q � 0.

In this region the on-site interaction dominates the intersite
one. The minimization of the energy requires the electrons
not to be paired and allows for the occupation of neighboring
sites: D=0 and �n�i��n
�i��k��0. For n�1 the energy nec-
essary to add one electron is �=2V. At n=1 the chemical
potential jumps from the value �=2V to �=2V+U /2. This
is because an extra electron would go to occupy a singly
occupied site, requiring thus an energy equal to U.

The behavior of the charge correlation function is re-
ported in Fig. 7�a� as a function of the relative distance. One
observes that increasing n, �n�i�n�j�� becomes more and
more uniform losing the two-site periodicity peculiar of the
region 0�U�2V. At n=1 the system presents a homoge-
neous distribution, with all singly occupied sites �20�. The
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FIG. 5. �a� The charge CF as a function of the distance m= �i
− j� at T=0, V=1, and n=0.5, 0.75, and 1. �b� The density of states
as a function of the frequency � at T=0, V=1, and U=1 /2 for n
=0.6, 0.7, 0.8, 0.9.

n=1

n=0.75

n=0.5

n=0.25

FIG. 6. Distribution of the particles along the chain by varying
the particle density at T=0 and 0�U�2V. White and black
squares denote empty and doubly occupied sites, respectively. Gray
squares denote arbitrary-spin singly occupied sites.
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FIG. 7. �a� The charge CF for U�2V as a function of the dis-
tance m= �i− j� at T=0, V=1, and n=0.6, 0.8, and 1. �b� The density
of states as a function of the frequency at T=0, V=1, and n=1, for
U=5 /2, 7 /2, 9 /2.
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DOS at T=0 and U�2V is plotted in Fig. 7�b� for n=1 and
different values of U �U�2V�. For n�1, the DOS has a
behavior similar to the one in region �c� and exhibits five
peaks at the energies E1

�	�=−2V, E2
�	�=−V, E3

�	�=0, E2
���=U

−V, E3
���=U. For n=1, the electrons can occupy only two

states at the energies E3
�	�=−U /2, E3

���=U /2. The distribution
of the particles in the region �0�n�1, U�2V� is pre-
sented in Fig. 8, where just one possible configuration is
shown. In region �d� there are no charge ordered states un-
less n=0.5.

One can now investigate some thermodynamic quantities,
whose behavior can also be relevant to ascertain some of the
results previously obtained. In particular, we shall investigate
the behavior of the chemical potential and of the double
occupancy as a function of the particle density and of the
on-site potential. In the former case, we shall consider the
full range 0�n�2 to better recognize the peculiar behaviors
of � and D. In Fig. 9�a� we plot the chemical potential as a
function of n for different values of U: � exhibits plateaus
and discontinuities. In particular, �i� for U�0, � takes the
constant value �=U /2 in the region 0�n�1, corresponding
to phase �a�. At n=1 there is a discontinuity corresponding

to the PT to a checkerboard distribution of doubly occupied
sites; �ii� for 0�U�2V, � takes the constant value �=0 in
the range 0�n�0.5, corresponding to phase �b�. At n=0.5
there is a discontinuity corresponding to the PT to the check-
erboard distribution of singly occupied sites. In the range
0.5�n�1, � takes the constant value �=U, corresponding
to phase �c�. At n=1 there is a discontinuity corresponding to
the PT to the checkerboard distribution of doubly occupied
sites; �iii� for U�2V, � takes the constant value �=2V in
the region 0.5�n�1, corresponding to phase �d�. At n=1
there is a discontinuity corresponding to the PT to the homo-
geneous distribution of singly occupied sites. When plotted
as a function of U �see Fig. 9�b��, the chemical potential
shows a linear behavior for n=1, as required by the particle-
hole symmetry. For all other values of the filling, � presents
a linear behavior for attractive on-site interaction. Then, for
positive U, � presents a plateau ��=0� when n�0.5,
whereas, for 0.5�n�1, it increases linearly with U up to
U=2V, where it takes the constant value �=2V. As it is
evident in Fig. 10�a�, the double occupancy shows three dif-
ferent behaviors according to the value of U. For 0�n�1,
the double occupancy is always zero when U�2V, it shows
a linear behavior for negative values of U and presents a
discontinuity at quarter filling, when 0�U�2V. In Fig.
10�b� we plot D as a function of the on-site potential U for
several values of n: one observes a one-step or a two-step
behavior depending on the particle density.

In closing this section, it is worthwhile to mention that at
T=0 all the phases �with the exception of the case n=1 and
U�2V� exhibit a macroscopic degeneracy growing expo-
nentially with the volume of the lattice.

n=1

n=0.75

n=0.5

n=0.25

FIG. 8. Distribution of the particles along the chain by varying
the particle density at T=0 and U�2V. White and gray squares
denote empty and arbitrary spin singly occupied sites, respectively.
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IV. FINITE TEMPERATURE RESULTS

In this section we shall investigate the finite temperature
properties of the AL-EHM. We study the behavior of the
system as a function of the parameters n, T, and U and again
we take V=1 as the unit of energy and we set the Boltz-
mann’s constant kB=1. We shall focus our attention on sev-
eral thermodynamic quantities: namely, the chemical poten-
tial �, the double occupancy D, the nearest-neighbor charge
correlation �
=2��1�= �n�i�n
�i��, the charge �n�i�n�j�� and
double occupancy �D�i�D�j�� correlation functions, the
charge �c and the spin �s susceptibilities, the internal energy
E=UD+V�
, the specific heat C=dE /dT, and the entropy S.
Under the transformation n→2−n, these quantities scale ac-
cordingly to the particle-hole symmetry �56�. Therefore un-
less otherwise stated, we shall limit the analysis to the range
0�n�1. In order to characterize the various features of the
thermodynamic quantities, in the following we shall mainly
distinguish three intervals along the U line �at the borders of
which zero temperature transitions occur�: namely, U�0, 0
�U�2V, and U�2V.

A. Chemical potential

The behavior of the chemical potential as a function of the
particle density n is reported in Figs. 11�a� and 11�b� as the
temperature varies, for U�0 and U�0, respectively. One
can immediately see that � is always an increasing function
of n, hinting at a thermodynamically stable system for all
ranges of the parameters n, T, and U.

We consider the full range 0�n�2 to better appreciate
the jumps in � as the particle density is varied. An interest-

ing feature is the presence of crossing points in the chemical
potential curves, when plotted for different temperatures and
U�2V. More precisely, one observes crossing points at the
values n=0.5, n=1, and n=1.5, where PTs are observed at
T=0. In between these values, for temperatures close to zero,
the chemical potential presents plateaus. In Sec. IV E we
shall see that nearly universal crossing points are also exhib-
ited by the specific heat. The value n=0.5 is a turning point
for the derivative d� /dT: for n�0.5 �n�0.5�, � is a de-
creasing �increasing� function of T. For negative U, � in-
creases by increasing U following approximately a linear law
��=U /2 for T=0�. When U�0, � deviates from the linear
behavior and, for U�2V, tends to a constant value depend-
ing both on n and T �56�. The latter behavior has been ob-
served also for the 2D Hubbard model �see Ref. �57� and
references therein�.

B. Double occupancy

In Figs. 12�a� and 12�b� the temperature dependence of
the double occupancy D is shown for the two regions U
�0 and U�2V, respectively. In the first region �attractive
U�, D is always a decreasing function of the temperature
since the thermal excitations tend to break the doublons, i.e.,
the charge carriers of doubly occupied sites. In the second
region �U�2V�, the double occupancy is always an increas-
ing function of T, since the thermal excitations favor the
formation of doublons, against the repulsive interaction U. A
similar behavior of the double occupancy by varying the
temperature has been found in a strong coupling analysis of
the EHM at half filling �38�. In the intermediate region �0
�U�2V�, the double occupancy is an increasing �decreas-
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density n for various temperatures and �a� U�0, �b� U�0.

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0 0.5 1 1.5 2

V=1
U=-0.5

n=0.25
n=0.50
n=0.75
n=1.00

D

T

-0.05

0.00

0.05

0.10

0.15

0.20

0.25

0 0.5 1 1.5 2 2.5 3

V=1
U=2.5

n=0.25
n=0.50
n=0.75
n=1.00

D

T(b)

(a)

FIG. 12. The double occupancy as a function of the temperature
for different values of the particle density and �a� U=−1 /2 and �b�
U=5 /2.

ONE-DIMENSIONAL EXTENDED HUBBARD MODEL ... PHYSICAL REVIEW E 77, 061120 �2008�

061120-11



ing� function for n�0.5 �n�0.5� �56�. This is easily under-
standable if one thinks of the zero-temperature scenario: for
filling less than one-quarter, the thermal excitations may fa-
vor the formation of doublons, against the repulsive interac-
tion U. For filling greater than one-quarter, the thermal exci-
tations may favor the formation of neighboring singly
occupied sites, against the repulsive interaction V.

As a function of the on-site potential U, at all tempera-
tures, D is always a decreasing function of U �56�. Further-
more, the discontinuities observed at zero temperature for
U=0 and U=2V are more and more smoothed as the tem-
perature is increased. In the limit U→−� the double occu-
pancy tends to the constant value D=n /2, independently of
the temperature: all the electrons are paired. In the opposite
limit, namely U→�, the on-site repulsion prevents the
double occupation of the sites.

C. Correlation functions at finite temperature

As discussed in Sec. III, there are two interesting quanti-
ties which mainly characterize the state of the system: one is
the double occupancy, discussed in the Sec. IV B, the other is
the nearest-neighbor charge correlation function �


= �n�i�n
�i��=2��1�. The behavior of �
 as a function of the
temperature is shown in Figs. 13�a� and 13�b�, in the two
regions U�2V and U�2V, respectively. As one would have
expected, the behavior of �
 is opposite to the one of D in
some regions of the parameters: for instance, for attractive
on-site interactions, thermal excitations tend to break the
doublons and to consequently favor the occupation of neigh-
boring sites.

For U�2V, �
 is always an increasing function of T and
vanishes in the limit T→0, where occupation of neighbor
sites is clearly disfavored. The thermal excitations may favor
the occupation of neighboring sites and, in the limit T→�,
�
 tends to the value n2 for all values of U and n. When the
on-site potential is greater than 2V, the behavior of �
 de-
pends on the filling: it is an increasing �decreasing� function
for n�0.5 �n�0.5� at low temperatures. This different be-
havior can be understood if one looks at Fig. 8: it is clear that
for lower fillings thermal excitations are more effective in
augmenting the nearest-neighbor charge correlations with re-
spect to higher fillings, where electrons are already clustered
together. As a function of the on-site potential, �
 is always
an increasing function of U, and tends to a constant value
�which depends on n�, independently of the temperature, in
the limit U→ +� �56�.

At low but finite temperatures, the charge and double oc-
cupancy CFs �n�i�n�j�� and �D�i�D�j�� still show a finite-
range order evidenced by a two-site periodicity �56�. At quar-
ter filling, one every two sites is singly occupied: the two-site
periodicity of the charge CF decreases with increasing T and
distance m. The double occupancy CF is still very close to
zero hinting at the absence of doubly occupied sites also at
low temperatures. Upon increasing the filling, both �n�i�n�j��
and �D�i�D�j�� basically retain the same zero-temperature
behavior also at low temperatures. At half filling the double
periodicity of the CFs persists even at higher temperatures.

D. Charge and spin susceptibilities

Another important quantity useful for studying the critical
behavior of the system is the susceptibility. In this subsection
we shall compute the charge and spin susceptibilities.

1. Charge susceptibility

Let ��k� be the Fourier transform of the charge correla-
tion function,

�n�j�n�l�� =
a

2�
�

−�/a

�/a

dk eik�j−l���k� .

From Eq. �19� it is easy to derive

��k� =
2�

a
n2��k� +

A�1 − p2�
1 + p2 − 2p cos�ka�

+
B�1 − q2�

1 + q2 − 2q cos�ka�
.

Then, it immediately follows that the charge static suscepti-
bility �c is given by

�c = ��0� = Nn2 +
A�1 + p�
�1 − p�

+
B�1 + q�
�1 − q�

, �24�

where N is the number of sites. It is worthwhile to recall that
�c can be also computed by means of the thermodynamics
through the formula
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FIG. 13. The nearest-neighbor charge correlation function �
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�c = Nn2 +
1

�

�n

��
. �25�

The difference between the above two expressions for �c lies
in the fact that Eq. �24� requires the knowledge of a two-
point electronic Green’s function, while Eq. �25� requires
only the knowledge of a one-point electronic Green’s func-
tion. In condensed matter theory there are many examples
where a physical quantity can be computed in different ways
by using GFs of different hierarchy �see, for example, Sec.
1.5 in Ref. �55��.

The result, of course, should not depend on which path of
calculation one has followed. This is true if one is capable to
exactly solve the model. However, in many practical situa-
tions this is not possible and one needs to use some approxi-
mations. As a consequence, one may obtain different results,
because approximation methods usually perform in different
ways according to the rank of the GFs under analysis. Actu-
ally, by comparing different expressions of the same quantity
one may envisage the effectiveness of an approximation. For
the present model, it is not difficult to show that Eqs. �24�
and �25� give the same result since the model has been ex-
actly solved. In the following, we will use one or the other
according to the convenience of numerical calculations. At
T=0, the charge susceptibility can be analytically computed
since one knows all the coefficients A, B, p, and q, as they
are given in Ref. �56�. In particular, one can compute �c in
each region of the phase diagram:

�c
�a� = n�1 − n��2 − n�, �c

�b� = n�1 − n��1 − 2n� ,

�c
�c� = �1 − n��2n − 1�, �c

�d� = n�1 − n��2n − 1� .

The superscript in the above expressions labels the different
phases at T=0. In Figs. 14�a� and 14�b� we plot �c as a
function of the filling n for two fixed values of U �U=−1 and
U=2.1, respectively� and for different temperatures. One im-
mediately sees that, at T=0, the charge susceptibility is finite
except at n=0.5 and n=1, where, at fixed on-site potential,
PTs occur. In the first region �U�0, phase �a��, the charge
susceptibility increases by increasing n and has a maximum
in correspondence of quarter filling. Further increasing n, �c
decreases and vanishes at half filling, where a charge ordered
state is established at T=0 �see Fig. 3�. In the second region
�U�2V, phases �b� and �d��, for low temperatures, �c has a
double peak structure with two maxima around n=0.25 and
n=0.75 and two minima around n=0.5 and n=1. In the in-
termediate region �0�U�2V, phases �b� and �c��, �c shows
a behavior similar to the one exhibited in the region U
�2V, the difference being that the two peaks do not have the
same height. For high temperatures, �c is always an increas-
ing function of n. In Figs. 15�a� and 15�b� we plot �c as a
function of the temperature, again in the two regions of U
�U=−1 and U=2.1, respectively� and for different values of
the filling �n=0.25, 0.5, 0.75, 1�. At low temperatures, one
observes a different behavior: at T=0, �c is finite for values
of the particle density corresponding to nonordered states.
Upon increasing T, �c decreases, it reaches a minimum and
then increases again. On the other hand, �c decreases with T
and vanishes at T=0 for fillings corresponding to charge or-
dered states. In the limit of high temperatures, the charge
susceptibility tends to a constant value which does not de-
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pend on U but only on n according to the law

lim
T→�

�c = 
�n� , �26�

where 
�n�=n�2−n� /2.

2. Spin susceptibility

The spin magnetic susceptibility �s can be computed by
introducing an external magnetic field h, taking the deriva-
tive of the magnetization m= �n↑�i�−n↓�i�� with respect to h
and letting h going to zero: �s= ��m /�h�h=0. The addition of
a homogeneous magnetic field does not dramatically modify
the framework of calculation given in Sec. II, once one has
taken into account the breakdown of the spin rotational in-
variance. Details of the calculations will be presented else-
where �58�: here we shall present only some results for the
spin susceptibility �s relevant to our discussion.

In Figs. 16�a� and 16�b� we plot the spin susceptibility as
a function of the temperature for two representative values of
U �U=−1 and U=2.1, respectively� and for different values
of the filling �n=0.25, 0.5, 0.75, 1�. In the first region �U
�0, phase �a��, the spin susceptibility vanishes at zero tem-
perature for all values of the filling: at T=0 all electrons are
paired and no alignment of the spin is possible. By increas-
ing T, the thermal excitations break some of the doublons
and a small magnetic field may induce a finite magnetization:
�s augments by increasing T up to a maximum, then de-
creases. Calculations show that, in the limit of vanishing
temperature, the behavior of �s in the phase �a� is
limT→0 �s=e−���−U�n /T. The exponential behavior exhibited
by the spin susceptibility is easily understood as a finite

amount of energy is required to break the doublons. When
0�U�2V �phases �b� and �c��, �c diverges at T=0 for all
values of the filling, but n=1. At zero temperature, for n
�1 all the electrons singly occupy a macroscopic number of
sites and their spins will align when the magnetic field is
turned on. In the limit of vanishing temperature, �s diverges,
according to the value of the filling, as

lim
T→0

�s = �
n

T
for 0 � n � 0.5 phase �b�

1 − n

T
for 0.5 � n � 1 phase �c� .�

By increasing T, the alignment is disturbed by the thermal
excitations and, as a consequence, �s decreases. On the other
hand, for n=1 at T=0, all electrons are paired and �s=0. At
finite temperatures, �s increases linearly up to a maximum,
then decreases. In the second region �U�2V, phases �b� and
�d�� at T=0 and for all values of the filling all the sites are
singly occupied: the spin susceptibility decreases with T and
diverges at T=0. It can be shown that in this region the spin
susceptibility diverges as T→0 according to the law
limT→0 �s=n /T. It is easy to check that, for high tempera-
tures, the spin susceptibility decreases with the Curie law
limT→� �s=
�n� /T in the entire �U ,n� plane, where 
�n� is
the same U-independent function appearing in Eq. �26�. As a
consequence, in the limit of high temperatures, the ratio
�c /�s is a universal function of T, namely: limT→���c /�s�
=T. In Figs. 17�a� and 17�b� we plot the spin susceptibility as
a function of the particle density, again for the two represen-
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tative values of U �U=−1 and U=2.1, respectively� and for
different temperatures. For U�2V, �s increases with n up to
a maximum around n=0.5, then decreases, exhibiting a mini-
mum at n=1, where at T=0 all electrons are paired. In the
second region �s is an increasing function of n and presents
a maximum at n=1 where, at T=0, the maximum number of
singly occupied sites is observed.

E. Specific heat

The specific heat is given by C=dE /dT where the internal
energy E can be computed as the thermal average of the
Hamiltonian �1� and it is given by E=UD+V�
. The specific
heat exhibits a very rich structure in correspondence of the
zero-temperature phase diagram shown in Fig. 1. The pos-
sible excitations of the ground state are creation and annihi-
lation of particles in either a singly or a doubly occupied site,
induced by the Hubbard operators �	� and ���, respectively.
The corresponding transition energies are given in Eq. �5�
and the peaks exhibited by the specific heat correspond to
these transitions. One may distinguish between the transi-
tions induced by ��� or by �	� by looking at the position of
the peaks, i.e., if the position changes or remains constant by
varying U, respectively.

The behavior of the specific heat at n=0.25 as a function
of the temperature is shown in Figs. 18�a�–18�d�. The spe-
cific heat presents one pronounced maximum for large nega-
tive values of U at a temperature T1 �see Fig. 18�a��. The
position of the maximum decreases linearly with U until U
=0. Around U�−0.3 a second peak appears at a higher tem-
perature �see Fig. 18�b��. In this region, both peaks represent
transitions mainly induced by ���. The height of the first
peak decreases and suddenly goes to zero at U=0, where it
vanishes. At U=0 there is only one peak located at T2
�0.46. For U�0 there is a small region where the double
peak structure is again present �see Fig. 18�c��. When U
�0.2 the first peak disappears while the position of the sec-
ond peak slightly increases with U up to U�2V where it
assumes a constant value �see Fig. 18�d��. The behavior of
the specific heat for this value of the filling is easily under-
stood if one recalls that at T=0, by varying U, a PT is ob-
served at U=0 from a state with doubly occupied sites to a
state with singly occupied ones �see Figs. 3 and 6�. Accord-
ingly, at finite temperatures, for U�0 the excitations are
mainly induced by the Hubbard operator ��� �T1 varies lin-
early�, while for U�0 the excitations are mainly induced by
�	� �T2 is constant for U�2V�.

In Figs. 19�a�–19�d� the temperature dependence of the
specific heat is shown for n=0.5. The first peak T1, appearing
for large negative values of U �see Fig. 19�a��, decreases
following a linear law up to U�−2V. At U�−1.2, a second
peak appears at a temperature T2 lower than T1. By decreas-
ing �U�, T2 decreases linearly �see Fig. 19�b��. At U=0 there
is only one peak situated at T1�0.56. For small positive
values of U, the specific heat has again two peaks �see Fig.
19�c��. By increasing U, T2 increases following a linear law
up to U�0.5V; further increasing U, T2 deviates from the
linear behavior and tends to the constant value T2=0.21 for
U�2V �see Fig. 19�d��. The position T1 of the first peak

decreases by increasing U and, for U�0.5, the peak is no
longer observable. It is worth noticing that, for positive U,
the double peak structure is associated with the presence of a
crossing point in the specific heat curves. A double peak
structure, as well as the appearance of quasiuniversal cross-
ing points, was already noticed in Refs. �7,59� and in Sec.
3.4.2 of Ref. �55� in the Hubbard model, in Ref. �60� in an
extended Hubbard-type model, and also in some experimen-
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FIG. 18. The specific heat C as a function of the temperature T
for V=1, n=0.25 and �a� U=−3, . . . ,−0.5; �b� U=−0.5, . . . ,−0.1;
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tal data �61�. When U�0.5 the double peak structure and the
crossing point disappear. As for the case n=0.25, the elemen-
tary excitations which mainly contribute to C for n=0.5 are
those induced by ��� for U�0 and by �	� for U�0.

For n=0.75, as it is shown in Figs. 20�a�–20�c�, one ob-
serves a double peak scenario both around U=0 and U=2V,
in correspondence of the two different transitions observed at
T=0. For negative values of U, the specific heat has a peak at

a temperature T1 �see Fig. 20�a�� which decreases following
a linear law until U�0. Around U�−1, at a lower tempera-
ture T2 one finds a second peak which decreases following a
linear law.
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FIG. 19. The specific heat C as a function of the temperature T
for V=1, n=0.5 and �a� U=−3, . . . ,−0.5; �b� U=−0.5, . . . ,−0.1; �c�
U=0.1, . . . ,0.5; �d� U=1, . . . ,5.
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At U=0 there is only one peak situated at T1�0.62. For
small positive values of U, the specific heat has again two
peaks. By increasing U, T2 increases following a linear law
up to U�0.35, where this peak is no longer observable. On
the other hand, the position of the first peak T1 decreases by
increasing U up to U=2V, where this peak disappears. When
U approaches the value U=2V a third peak appears at some
temperature T3 �see Fig. 20�b��. We recall that at U=2V and
T=0 �see Figs. 6 and 8� there is a transition from an ordered
state characterized by alternating empty and occupied sites to
a disordered state with only singly occupied sites. T3 starts at
U�1.75 and increases linearly with U. Further increasing
the on-site potential one finds that at U�5.4 a fourth peak,
situated at a lower temperature T4, appears �see Fig. 20�c��.
As a result, in the region U�5.4 the specific heat exhibits a
double peak structure, with T3 increasing linearly while T4
remains constant at the value T4�0.41. In Fig. 20�d� we
show the behavior of T1, T2, T3, T4 as functions of U. In
contrast to what happens in the range 0�n�0.5, for n
=0.75 the excitations induced by ��� and by �	� are both
present for U�2V: indeed, at T=0, one observes both singly
and doubly occupied sites.

The behavior of the specific heat at n=1 as a function of
temperature is shown in Figs. 21�a� and 21�b�. When T=0
and U=2V, there is a PT from an ordered state with doubly
occupied sites organized on a checkerboard distribution to a
homogeneous state, where all the sites are singly occupied.
The possible excitations are creation and annihilation of dou-
bly occupied states. One observes a peak for negative values
of U at a temperature T1, as shown in Fig. 21�a�. T1 de-
creases linearly until U�0.

As U gets close to 2V, T1 further decreases, while its
height h1 exponentially increases and vanishes at U=2V. T2

appears at U�1.81 and increases linearly with U. When U
�2V, further increasing the on-site potential leads to an in-
crease of the thermal energy required to excite an � electron
above the ground state. Thus the peak in the specific heat
shifts toward higher temperatures. Both T1 and T2 vary lin-
early with U, according to the fact that the only possible
excitations are those induced by ���. In Fig. 22�a� we report
the behavior of h1 as a function of U. The divergence of the
specific heat in the limit U→2V, when T→0+, hints at a first
order T=0 PT. Another way of looking at this is to study the
behavior of the internal energy.

In Fig. 22�b� we plot the internal energy E as a function of
T for several values of U just below U=2V. One sees that E
exhibits a jump around the related T1 temperatures. By in-
creasing U, the jump becomes steeper and, at the same time,
smaller. In the limit U→2V, E exhibits a discontinuity with
T1→0 and the specific heat diverges. On the other hand, at
U=2V, the specific heat is finite with a single peak. Sharp
peaks in the specific heat at half filling, in the neighborhood
of the phase transition, have also been observed in Refs.
�20,38�, although with approximate methods.

To end this section, we want now to comment on the issue
related to the two-peak structure exhibited by the specific
heat. This issue has been largely discussed in the literature in
the context of the ordinary Hubbard model, where the com-
mon interpretation explains the two peaks as due to spin and
charge excitations. This explanation does not apply to the
AL-EHM where only charge excitations are present. Our ex-
act solution of the model points out that the possible excita-
tions are due to a redistribution of the charge density induced
by the creation and annihilation of electrons under the con-
straint imposed by the preexisting charge distribution. For
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instance, the operator 	†�i�n
�i�—one of the eigenoperators
of H according to Eqs. �3� and �4�—creates an electron at the
site i, provided that this site is empty and the neighbor site�s�
is �are� occupied. Our extensive study �56� of the U depen-
dence of the temperature maxima Tn �at which the specific
heat exhibits a peak� clearly indicates that the observed peak
structure is due to charge excitations induced by the two
operators �	� and ���. An explanation of the two peak struc-
ture, as due solely to charge excitations, has also been pro-
posed in Ref. �60�, where the exact solution of a Hubbard-
like model has been given.

F. Entropy

The standard way to compute the entropy is via the de-
rivative of the specific heat:

S�T� = S�0� + �
0

T C�T��
T�

dT�. �27�

This expression requires the knowledge of the zero tempera-
ture entropy S�0�, which can be computed by means of the
formula S�0�=kB ln g, where kB is the Boltzmann’s constant
and g is the number of accessible microscopic states, i.e., all
the states with energy equal to the ground state energy. Now,
if the lowest energy level is nondegenerate, g=1 and S�0�
=0. On the other hand, if the lowest energy level is degen-
erate, g�1 and S�0��0. This latter situation is the one oc-
curring in the AL-EHM: as it is shown in Figs. 3, 6, and 8, at
T=0, every phase �except for n=1 and U�2V� exhibits a
macroscopic degeneracy. As a result, the zero temperature
entropy is different from zero. One statement of the third law
of thermodynamics is that, as the temperature approaches
zero, the entropy becomes independent of the external pa-
rameters. Actually, as it emerges from our analysis of the
AL-EHM, this statement is true only if the system is con-
fined in one of the possible phases. As we will show below,
S�0� depends on the particle density and on the on-site po-
tential since, by varying n or U, the system can undergo a
PT. In some special cases, it easy to compute S�0� �see Ref.
�56� for examples�. Discarding few simple cases, it is gener-
ally not easy to compute S�0�. As a consequence, one has to
use different formulas to compute the entropy.

In the limit of infinite temperature, the entropy can be
computed as S���=kB ln g�, where g� is the total number of
states. For the model under consideration it is easy to show
that

lim
T→�

S�T� = 2 log 2 − n log�n� − �2 − n�log�2 − n� . �28�

Here and in the following we consider the entropy per site.
For general values of the temperature, recalling that �n ,−��
are thermodynamically conjugated variables, one can express
the entropy per site as �55�

S�n,T,U� =
1

T
�E�n,T,U� − �

0

n

��n�,T,U�dn�� . �29�

This expression requires only the knowledge of the internal
energy and of the chemical potential. By making use of Eq.

�29�, we shall present in the following several results for the
entropy as a function of T, n, and U. In Figs. 23 we plot the
entropy as a function of the temperature for relevant values
of the particle density n. One clearly sees that S, as the tem-
perature decreases, is always a decreasing function and that,
for n�1, S does not vanish for T→0. For instance, for n
=0.75 at T=0 three phases are present by varying U: accord-
ingly, the entropy for T→0 tends to three different constants
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�see Fig. 23�c�� which depend only on the degeneracy of the
related ground state. Furthermore, it is easy to check that, in
the limit T→�, the entropy tends to the value given in Eq.
�28�.

It is interesting to note, as it is shown in Fig. 24�a�, that at
half filling, tuning the parameter U in the neighborhood of
the critical value U=2V, the entropy suddenly vanishes at the
same temperature T1 at which the specific heat increases ex-
ponentially �see Fig. 21�b��. This can be easily understood by
recalling that C=T ·�S /�T: the divergence of the specific
heat is a consequence of the discontinuity of the entropy.
One can think of this divergence as induced by a change
from a nondegenerate state to an infinitely degenerate state.
When plotted as a function of the particle density, the en-
tropy shows a maximum around quarter filling when one
considers an attractive on-site interaction �56�. At low tem-
peratures, the entropy increases by increasing the particle
density; it has a maximum around quarter filling and then
decreases with a minimum at half filling. When one consid-
ers a repulsive on-site potential, the entropy presents a mini-
mum at quarter filling and two maxima around n=0.25 and
n=0.75. As evidenced in Fig. 24�b�, when U�2V the en-
tropy does not vanish at half filling for T→0. The increasing
�decreasing� of the entropy by varying the particle density
can be understood as due to the increase �decrease� of the
number of accessible states, as it is evident from Figs. 3, 6,
and 8. It is worthwhile to observe that the minimum values
of the entropy are observed in correspondence of ordered
states, where the number of accessible states is, of course,
minimum.

A useful representation of the finite-temperature phase
diagram is obtained by plotting the entropy as a function of

the on-site potential U, as it is shown in Figs. 25�a�–25�d�.
The U dependence of the entropy is rather dramatic in the
neighborhood of the values at which a zero temperature tran-
sition occurs. At low temperatures, the entropy presents a
steplike behavior and becomes rather insensitive to varia-
tions in U for sufficiently large on-site repulsive and attrac-
tive interactions. When n�0.5, the entropy presents a peak
around U=0 which becomes more pronounced as the tem-
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perature decreases. At quarter filling, one observes a decrease
of the entropy by varying U since, in the limit T→0, the
electrons are organized in an ordered checkerboard distribu-
tion of singly occupied sites. In the region 0.5�n�1, at low
temperatures, one finds three regions of constant entropy cor-
responding to the three phases present at T=0 when one
moves, at fixed particle density, from negative to positive
values of U. At half filling, as expected, one finds a rather
sharp increase of the entropy only near U=2V. In Figs. 25
we report the value S�0� obtained by subtracting Eqs. �27�
and �29�. The study of S�0� constitutes another way to detect
the zero temperature transition from thermodynamic data. In
fact, as it is clearly shown in Figs. 25�a�–�d�, for each value
of the electronic filling, the zero temperature entropy pre-
sents a discontinuity right at the values of the on-site poten-
tial at which one observes a phase transition.

V. CONCLUDING REMARKS

We have evidenced how the use of the Green’s function
and equations of motion formalism leads to the exact solu-
tion of the one-dimensional extended Hubbard model in the
atomic limit. We provided a comprehensive and systematic
analysis of the model by considering all the relevant corre-
lation functions and thermodynamic quantities in the whole
space of parameters n, T, and U �having chosen V=1 as the
unity of energy�, including attractive on-site interactions.
This study has shown that, at zero temperature, the model
exhibits phase transitions for specific values of n and U. In
particular, we have identified four phases in the �U ,n� plane
and PTs are observed at the borders of these phases. Various
types of long-range charge ordered states have been ob-
served: �i� at half filling and U�2V, a checkerboard distri-
bution of doubly occupied sites; �ii� at quarter filling and
U�0, a checkerboard distribution of arbitrary-spin singly
occupied sites; �iii� in the entire region 0.5�n�1 and 0
�U�2V, an ordered state with alternating empty and occu-
pied sites. The onset of a CO is signaled by the divergence of
the correlation length in the charge correlation function. It is
worthwhile to mention that the PT observed at half filling
and U→2V is a first-order transition, as confirmed by the
divergence of the specific heat and by the discontinuity in the
entropy.

We derived the phase diagram by analyzing at T=0 vari-
ous local correlators which provide information on how the
electrons are distributed on the sites of the chain. As shown
in details in Secs. III and IV, the phase diagram and the
observed CO states can be equivalently studied by analyzing
the behavior at T=0 of other quantities. The chemical poten-
tial and the double occupancy show discontinuities where
PTs occur. The existence of a long-range order is well evi-
denced by the periodicity of the charge and double occu-
pancy correlation functions. Another way to detect the zero
temperature phase diagram is provided by the study of the
behavior in the limit T→0 of the charge and spin suscepti-
bilities and of the entropy. In particular, the entropy at zero
temperature is nonzero �except for n=1 and U�2V� and is
determined only by the degeneracy of the ground state. In the
limit T→0 the spin susceptibility diverges exponentially or
with a power law, depending on the phase.

In Sec. IV we have studied the model at nonzero tempera-
tures. At finite but low temperatures the properties of the
system are strongly determined by the zero temperature so-
lution: a finite range order persists for a wide range of T, as
evidenced by the behavior of the correlation functions. As a
function of n, the charge susceptibility and the entropy ex-
hibit a two-peak structure with minima at n=0.5 and n=1,
where zero temperature PTs are observed. The use of equa-
tions of motion and the introduction of a closed set of com-
posite operators �	� and ���, eigenoperators of H, allowed
for an exact determination of the elementary excitations, En

�	�

and En
���, and of the relative weights �n

�	� and �n
���. As a

result, the density of states has been exactly computed for
any temperature, and we performed a detailed analysis of the
specific heat C. In particular, by studying the specific heat in
the parameter regions corresponding to the four T=0 phases,
it has been possible to identify the excitations contributing to
C as due to a redistribution of the charge density induced by
the operators �	� and ��� through the creation and annihila-
tion of electrons, provided that a charge distribution preex-
isted. The presence of a two-peak structure, observed in
some regions of U, is explained as due to charge excitations
induced by different components of the multiplet field opera-
tor ���.
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APPENDIX: PARAMETERS �(k) AND �(k)

As already mentioned in Sec. II, the use of the formalism
of Green’s functions and equations of motion requires two
ingredients: composite operators and algebraic properties. In
this appendix we shall summarize the main results which can
be obtained by exploiting the algebra satisfied by the opera-
tors. By means of the algebraic rules,

�n�i��k = n�i� + akD�i� ,

�D�i��k = D�i� ,

�n�i��kD�i� = 2kD�i� , �A1�

where ak=2k−2 �k�1�, it is possible to derive the recursion
rule

�n
�i��k = �
m=1

4

Am
�k��n
�i��m, �A2�

where the coefficients Am
�k� are rational numbers satisfying the

relation �m=1
4 Am

�k�=1, and they are explicitly given in Refs.
�48,56�. As it has been shown in Sec. II C, by using the
H0-representation, the expectation value of a generic opera-
tor O can be expressed as

�O� =
�Oe−�HI�0

�e−�HI�0
. �A3�

Recalling that HI=2Vn�i�n
�i� and by using the recursion
rule �A2� one obtains
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e−�HI = 1 + n�i��
m=1

4

fm�n
�i��m + D�i��
m=1

4

gm�n
�i��m,

�A4�

where

fm = �
k=1

�

�− 1�k 1

k!
Am

�k��2�V�k,

gm = �
k=2

�

�− 1�k 1

k!
akAm

�k��2�V�k.

Since the Am
�k� are rational numbers, one immediately sees

that the coefficients fm and gm are polynomials of K=e−�V

and they can be explicitly calculated �56�, leading to the
computation of the parameters ��k� and ��k�. By using Eqs.
�A3� and �A4� and recalling the properties of the
H0-representation �48� one has

��k� =
1

�0
���n
�i��k�0 + �

p=1

4

�B1fp + B2gp���n
�i��p+k�0�
��k� =

1

2�0
�B1��n
�i��k�0 + �

p=1

4

��B1 + 2B2�fp + 2B2gp�

���n
�i��p+k�0� ,

where

�0 = �e−�HI�0 = 1 + �
p=1

4

�B1fp + B2gp��n
�i��p

and

B1 = �n�i��0 =
2e���1 + e���−U��

1 + 2e�� + e��2�−U� ,

B2 = �D�i��0 =
e��2�−U�

1 + 2e�� + e��2�−U� .

By using the properties of the H0 representation, the expec-
tation values ��n
�i��k�0 can be written as

��n
�i��2�0 =
X1

2
+ X2 +

X1
2

2
,

��n
�i��3�0 =
X1

4
+

3X2

2
+

3X1
2

4
+

3X1X2

2
,

��n
�i��4�0 =
X1�1 + 7X1�

8
+

7X2

4
+

9X1X2

2
+

3X2
2

2
,

where the two parameters X1 and X2 are defined as

X1 = �n
�i��0,

X2 = �D
�i��0.

Then, one has �0=1−B1+B2+ �B1−2B2��1+aX1+a2X2�2

+B2�1+dX1+d2X2�2, with a=K−1 d=K2−1. The correla-
tors ��n
�i��k�0 with k�4 can be computed by using the re-
cursion rule �A2�. The previous formulas show that the local
CFs ��k� and ��k� are exactly known in terms of the two basic
parameters X1 and X2. A similar procedure can be used for
computing the other parameters ��k�= ��D
�i��k�, ��k�

= �n�i��D
�i��k� /2, ��k�= �D�i��D
�i��k� /2. The relative ex-
pressions are reported in Ref. �56�.
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