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The potential energy surface of a model discotic liquid crystal is investigated across mesophases as a
function of temperature by characterizing the local potential energy minima. The average depth of the minima
sampled by the system gradually grows as orientational order increases through the discotic-nematic phase
upon cooling, while it remains fairly constant in the isotropic phase for isochoric temperature variation. The
high-temperature Arrhenius behavior of the single-particle orientational correlation times is found to break
down at a temperature that marks the onset of exploration of deeper potential energy minima. The structural
features of the minima reveal an interplay between orientational and translational order, in particular, when the
parent phase is discotic-nematic. The local minima then exhibit short-range columns that tend to have local
hexagonal packing. The present study and recent work on calamitic liquid crystals �D. Chakrabarti and B.
Bagchi, Proc. Natl. Acad. Sci. U.S.A. 103, 7217 �2006�� together reveal a striking similarity between thermo-
tropic liquid crystals and supercooled liquids in the exploration of the energy landscape and the breakdown of
Arrhenius behavior for relaxation times.
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I. INTRODUCTION

Anisotropy in molecular shape plays a crucial role in the
rich phase behavior that thermotropic liquid crystals display
upon temperature variation �1,2�. Calamitic liquid crystals,
comprised of rod-shaped molecules, are well characterized
and their phase behavior and dynamics have been exten-
sively investigated �1,2�. The discovery of discotic liquid
crystals, which consist of disk-shaped molecules, is, how-
ever, more recent �3�. For discotic liquid crystals, there exist
two distinct categories of mesophases: The nematic and the
columnar �4�. The discotic-nematic �ND� phase is the com-
monly observed nematic phase for one-component systems
composed of achiral disk-shaped mesogens, where long-
range orientational order exists without the involvement of
any long-range translational order. The columnar phase, as
the name suggests, consists of an array of columnar struc-
tures resulting from mesogens stacked on top of each other.
There is long-range two-dimensional order in the plane or-
thogonal to the columnar axis arising from the arrangement
of the columns on a regular lattice. A variety of columnar
phases are known to exist, depending upon the organization
of the mesogens within the columns and the symmetry of the
column packing in the orthogonal plane �4�. A second kind of
nematic phase, which is characterized by long-range orienta-
tional order and short-range translational order, is referred to
as the nematic columnar �NC� �5–7�. This phase occurs
mainly for polymeric materials �5–7�. The translational order
results from a local columnar stacking of mesogens without
any symmetry in the orthogonal plane.

Discotic liquid crystals are important not only because of
the fundamental interest in their exotic phase behavior, but
also for their practical applications as functional materials for
optoelectronic devices. The molecular architecture of disco-

gens usually consists of a flat, rigid aromatic core with sev-
eral aliphatic chains attached at its edges �7�. Many practical
applications arise from the morphology of the columnar
phase, which, for example, can allow one-dimensional trans-
port of charge carriers and excitons along the columns with
high carrier mobility �8�. In fact, one-dimensional charge
transport in the columnar phase is of topical interest in stud-
ies of discotic liquid crystals �8–12�. The columnar phase has
also enjoyed much attention in the discussion of the dynam-
ics of discotic liquid crystals �13–17�. However, similarity in
the orientational dynamics between the isotropic phase of
calamitic liquid crystals near the isotropic-nematic �I-N�
transition and supercooled molecular liquids, inferred from
optical Kerr effect measurements �18�, has now generated
interest in the orientational relaxation in the isotropic phase
of discotic liquid crystals near the phase boundaries �19–21�.
In an alternative approach, the energy landscapes of calam-
itic liquid crystals have recently been studied using a generic
model �22�. In this approach �23�, the potential energy sur-
face �PES� is partitioned into the basins of attraction, each
defined as the set of points in the multidimensional configu-
ration space for which steepest-descent pathways lead to a
given local minimum of the PES. The configuration corre-
sponding to this minimum is often called an inherent struc-
ture �IS� in the field of condensed matter �24�. A remarkable
resemblance in the exploration of the PES has been found for
calamitic liquid crystals �22� and glass-forming liquids �25�,
even though the latter systems avoid a phase transition. The
energy landscape approach has, in addition, thrown light on
the interplay between orientational and translational order in
the calamitic mesophases �22�. Specifically, it has been found
that the onset of growth in orientational order near the I-N
phase boundary results in additional translational order in the
underlying inherent structures if the parent nematic phase is
sandwiched between the high-temperature isotropic phase
and the low-temperature smectic phase. The latter phase is
characterized by the appearance of long-range translational
order in at least one dimension in addition to long-range
orientational order. It is instructive to investigate whether
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these results also hold for discotic liquid crystals, so as to
determine their generality in the context of thermotropic liq-
uid crystals. To this end, the present work explores the en-
ergy landscape of a model discotic system.

The literature on computer simulation studies of discotic
liquid crystals is somewhat limited, especially compared to
that of calamitic liquid crystals. Although atomistic simula-
tions of realistic discogens exist �26,27�, coarse-grained
models of mesogens with well-defined anisotropic shapes are
useful in identifying generic properties �28�. An ellipsoid of
revolution offers a reasonable coarse-grained description for
a discogen �28�. The simplest approach employs hard ellip-
soidal bodies �29–31�. However, temperature plays no direct
role here, in contrast to the thermotropic behavior observed
for real mesogens �29�. Further, the formation of columnar
phases by hard oblate ellipsoids of revolution is ruled out on
the basis of scaling arguments �31�, although their aniso-
tropic excluded-volume interactions are sufficient to stabilize
the discotic-nematic phase �29–31�. On the contrary, the
Gay-Berne pair potential �32�, which has been extensively
used to model anisotropic interactions between soft ellip-
soids �33,34�, has been shown to support both the discotic-
nematic and columnar phases for appropriate parameter sets
with oblate ellipsoids �35�. A slightly modified version of the
Gay-Berne pair potential �36�, when investigated over a
wider range of parameters �36–38�, results in rich phase be-
havior for discotic liquid crystals, including a variety of co-
lumnar phases. The other anisotropic shapes that have been
used in computer simulation studies of model discotic liquid
crystals include cut-spheres �39�, infinitely thin cylindrical
segments �40�, and oblate spherocylinders �41�.

In the current work we have studied a system of oblate
ellipsoids of revolution interacting via a modified form of the
Gay-Berne �GB� pair potential, suggested by Bates and
Luckhurst �36�, to investigate the underlying PES. We have
employed a set of parameters that we have found to support
intriguing columnar phases distinct from the isotropic and
discotic-nematic phases �38�. Figure 1 shows snapshots of
typical configurations of the isotropic phase, the discotic-
nematic phase, and a columnar phase observed for this sys-
tem. In the present contribution, we focus on the exploration
of the PES, especially across the I-ND phase boundary. Our
results are fairly similar to what has recently been observed
for calamitic liquid crystals �22�. These studies on both ca-
lamitic and discotic liquid crystals together suggest a re-
markable resemblance between thermotropic liquid crystals
and glass-forming liquids �25� in the exploration of the un-

derlying potential energy landscapes and systematic change
in the high-temperature Arrhenius behavior of relaxation
times.

The rest of this paper is organized as follows. Section II
describes the model system studied and computational de-
tails. The results are presented in Sec. III along with discus-
sions. Finally, we conclude with a summary of the present
work and a few relevant comments.

II. MODEL AND COMPUTATIONAL DETAILS

The GB potential is a generalization of the isotropic
Lennard-Jones potential that incorporates anisotropy in the
attractive as well as the repulsive parts of interaction �32�. It
has been extensively used as a generic model in studies of
calamitic liquid crystals �33,34�. As in the original version,
each ellipsoid of revolution has a single-site representation in
the modified form that we employed here �36�; the ith ellip-
soid of revolution is represented by the position ri of its
center of mass and a unit vector êi along the short axis. In
this modified form the interaction between two oblate ellip-
soids of revolution i and j is given by

Uij�rij, êi, ê j� = 4��r̂ij, êi, ê j���ij
−12 − �ij

−6� , �1�

where

�ij =
rij − ��r̂ij, êi, ê j� + � f f

� f f
. �2�

Here � f f defines the thickness or equivalently, the separation
between the two ellipsoids in a face-to-face configuration, rij
is the distance between the centers of mass of the ellipsoids
of revolution i and j, and r̂ij =rij /rij is a unit vector along the
intermolecular separation vector rij. The molecular shape pa-
rameter � and the energy parameter � both depend on the
unit vectors êi and ê j as well as on r̂ij,

��r̂ij, êi, ê j� = �0�1 −
�

2
� �êi · r̂ij + ê j · r̂ij�2

1 + ��êi · ê j�

+
�êi · r̂ij − ê j · r̂ij�2

1 − ��êi · ê j�
��−1/2

, �3�

with �= ��2−1� / ��2+1� and

��r̂ij, êi, ê j� = �0��1�êi, ê j�����2�r̂ij, êi, êij���, �4�

where the exponents � and � are adjustable,

�1�êi, ê j� = �1 − �2�êi · ê j�2�−1/2 �5�

and

�2�r̂ij, êi, ê j� = 1 −
��

2
� �êi · r̂ij + ê j · r̂ij�2

1 + ���êi · ê j�
+

�êi · r̂ij − ê j · r̂ij�2

1 − ���êi · ê j�
� ,

�6�

with ��= �����1/�− �1�� / �����1/�+ �1��. Here �=� f f /�ee is the
aspect ratio of the ellipsoid of revolution with �ee�=�0� de-
noting the separation between two ellipsoids of revolution

FIG. 1. �Color online� Snapshots of typical configurations of the
mesophases observed for the discotic system studied here. From left
to right: Isotropic phase, discotic-nematic phase, and columnar
phase.
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in an edge-to-edge configuration, and ��=�ee /� f f, where �ee
is the depth of the minimum of the potential for a pair of
ellipsoids of revolution aligned parallel in the edge-to-edge
configuration. � f f is the corresponding depth for the face-to-
face alignment. The set of parameters that we employed in
the present work was �=0.345, ��=0.2, �=2, and �=1.
This value of � was obtained from the parametrization for
the Gay-Berne potential to mimic the interaction between
two molecules of triphenylene, which is known to form the
core of many discotic mesogens �35�. The value of �� is the
inverse of the one used in the most studied parametrization
for the GB potential for calamitic systems �42�. We note that
the same values of � and �� were used before in a number of
computational studies �35–37�. However, we chose the expo-
nent values to be the same as those of the most studied pa-
rametrization for the GB potential for calamitic systems �42�,
which also ensures that the parameters are consistent with
those used in Ref. �22� as far as is practicable.

Molecular dynamics simulations were performed with a
system of N oblate ellipsoids of revolution in a cubic box
with periodic boundary conditions. In order to study the
system size effect on the results, we considered N=256,
N=500, and N=864. Our results were found to be qualita-
tively similar for these sizes. We report here the results ob-
tained with N=500. All the quantities are given in reduced
units, defined in terms of the Gay-Berne potential parameters
�0 and �0, each of which is taken to be unity. Length is
measured in units of �0, temperature in units of �0 /kB, kB
being the Boltzmann constant, and time in units of
��0

2m /�0�1/2, m being the mass of the ellipsoids of revolution.
We set the mass as well as the moment of inertia of each of
the ellipsoids equal to unity. The intermolecular potential
was truncated at a distance rcut=1.6 as in Ref. �36� and
shifted for continuity. The equations of motion were inte-
grated using the velocity-Verlet algorithm with integration
time steps of 	t=0.0005, 0.001, and 0.0015 �reduced units�
at high, intermediate, and low temperatures, respectively
�43�. Equilibration was performed by periodic rescaling of
the linear and angular velocities for a period of at least
2
105 time steps. The system was then allowed to propa-
gate at constant energy and density for at least another
2
105 time steps in order to check for equilibration. A
longer equilibration time was used near the phase bound-
aries. Upon observation of no drift in temperature, pressure,
or potential energy, data were collected in the microcanoni-
cal ensemble. The model discotic system was melted from an
initial �-fcc configuration and studied along two isochors at
densities of �=2.6 and �=2.7 at several temperatures. The
isochors were chosen so that the system exhibits the phase
sequence, isotropic, discotic-nematic, and columnar
�I-ND-C� upon cooling. However, the I-ND phase boundary
was found to be rather diffuse along the isochors, with very
weak discontinuities. We therefore also investigated the sys-
tem along the isobar at P=75 where the I-ND transition is
relatively sharp. In this case, the equilibration was performed
in an NPT ensemble to adjust the system to the equilibrium
density prior to data collection in the microcanonical en-
semble. This adjustment should also avoid the possibility of
developing cavities inside the system due to the formation of
the ordered columnar structures often observed during con-
stant volume simulations �28�.

In order to quantify the orientational order, a second-rank
orientational order parameter was computed as the largest
eigenvalue of the order parameter tensor,

S�� =
1

N
	
i=1

N
1

2
�3ei�ei� − 	��� , �7�

where � ,�=x ,y ,z are the indices referring to the space-fixed
frame, ei� is the �-component of the unit vector êi, 	�� is the
Kronecker symbol, and the sum goes over all N ellipsoids of
revolution. At each state point, local potential energy mini-
mization was performed by the conjugate-gradient technique
for a subset of 200 statistically independent configurations
unless otherwise specified. Minimization was implemented
with three position coordinates and two Euler angles for each
particle, the third Euler angle being redundant for ellipsoids
of revolution.

III. RESULTS AND DISCUSSION

Figure 2 displays the average inherent structure energy
per particle, 
eIS�, as the temperature is lowered. The corre-
sponding evolution of the average second-rank orientational
order parameter 
P2� for the prequenched configurations is
shown in Fig. 3. 
P2� remains small but finite even in the
isotropic phase for finite system size. The transitions be-
tween mesophases are located from the discontinuities of

P2�, which are marked by small vertical line segments.
However, this discontinuity is quite small for the transition
from the isotropic to the discotic-nematic phase along the
isochors. In this case the onset of growth of 
P2� near the
I-ND phase boundary is marked by small vertical line seg-
ments. The phase sequence I-ND-C appears upon cooling
along both isochors and along the isobar. Further character-
ization of the mesophases through structural analysis is dis-
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FIG. 2. Potential energy landscape explored by 500 oblate ellip-
soids of revolution interacting with a modified Gay-Berne pair po-
tential as the system passes through mesophases upon cooling. Here
we show the temperature dependence of the average inherent struc-
ture energy per particle, 
eIS�, along two isochors �main frame� at
densities �=2.6 �circles� and 2.7 �squares� and along an isobar �in-
set� at pressure P=75. The axis labels of the inset, which are the
same as those of the main frame, are omitted for clarity.
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cussed later. It is evident that 
eIS� remains fairly insensitive
to temperature in the isotropic phase along the isochor before
it starts to fall below a certain temperature, which corre-
sponds to the onset of growth of orientational order. Upon
cooling along the isobar 
eIS� decreases slowly, even in the
isotropic phase, due to increasing density. As orientational
order grows through the ND phase, the system continues to
explore deeper potential energy minima. A sharp fall in the
average inherent structure energy is observed as the system
crosses the ND-C phase boundary. This observation confirms
that the columnar phase is energetically much more stable. In
the columnar phase, the change in the average inherent struc-
ture energy is rather small for isobaric temperature variation.
Figure 3 also shows the evolution of 
P2� for the inherent
structures. It is apparent that the extent of orientational order
does not change much upon quenching in the isotropic and
the discotic-nematic phases. The parent columnar phase is,
however, less orientationally ordered than the corresponding
inherent structures.

We now consider the structural features of the various
phases. In order to examine the translational structure, we
computed the orientationally averaged radial distribution
function g�r� from the molecular dynamics trajectories prior
to quenching and from the corresponding inherent structures,
as shown in Figs. 4�a� and 4�b�, respectively. The lack of
features in g�r� for the isotropic phase is suggestive of a
disordered structure, even though the potential is param-
etrized to favor the face-to-face arrangement. However, the
peak at r�0.4, corresponding to disks aligning in the face-
to-face arrangement, tends to grow through the pretransition
region and the discotic-nematic phase. The transition from
the discotic-nematic to the columnar phase is marked by the
emergence of the peak at r�0.4 as the most dominant fea-
ture of the radial distribution function. In the columnar
phase, the second peak is rather broad and could be inter-
preted as the result of two poorly resolved peaks, one at

r�0.8 corresponding to the second-nearest columnar neigh-
bors, and the other at r�1 corresponding to the edge-to-edge
separation of disks in neighboring columns. Figure 4�b� sug-
gests that quenching increases the short-range translational
order as the peak at r�0.4 becomes the dominant one and
the peak corresponding to the second-nearest neighbor in a
columnar arrangement tends to be resolved. This observation
can partly be attributed to the bias of the potential in favor of
the face-to-face arrangement.

For a more detailed analysis of the structural features, we
computed the columnar distribution function gc�r
�, intro-
duced by Veerman and Frenkel �39�, which provides a mea-
sure of the extent of translational order within a column. This
function is calculated by constructing a cylinder around a
molecule i of radius Rc with its axis parallel to the orienta-
tional unit vector. The contribution to gc�r
� comes only from
those molecules j within this cylinder for which the compo-
nent of the interparticle separation vector along the cylinder
axis is r
. The radius Rc of the cylinder was taken to be
0.5 �ee �36,39�. The choice of the orientational unit vector,
rather than the director, as the axis of the cylinder means that
the columnar distribution function should be useful for the I
and the ND phases as well �36�. In Figs. 5�a� and 5�b�, we
show the columnar distribution function computed from the
molecular dynamics trajectories prior to quenching and from
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FIG. 3. Evolution of the average second-rank orientational order
parameter, 
P2�, with temperature for the inherent structures �filled
symbols� and for the instantaneous configurations �opaque symbols�
along the isochors �main frame� at densities �=2.6 �circles� and �
=2.7 �squares� and along the isobar �inset� at pressure P=75. The
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g
(r

)

r

00

1

1

2

2

3

30.5 1.5 2.5

I
ND

C

g
(r

)

r

00 1

2

2 3

4

6

8

10

0.5 1.5 2.5

I
ND

C

(a)

(b)

FIG. 4. �Color online� Orientationally averaged radial distribu-
tion function, g�r�, for a discotic system computed from �a� instan-
taneous configurations, and �b� the corresponding inherent struc-
tures. Here we show g�r� for three different temperatures along the
isobar corresponding to the isotropic phase �I�, discotic-nematic
phase �ND�, and columnar phase �C�.
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the corresponding inherent structures, respectively. It is ap-
parent from Fig. 5�a� that there is only weak translational
order along the direction of the molecular axis in the I phase.
This ordering tends to grow stronger as the system is cooled
through the ND phase. At temperatures below the ND-C
phase boundary the long-range periodic nature of gc�r
� im-
plies column formation with periodic stacking of particles at
an interparticle separation of approximately 0.4. Figure 5�b�
confirms the tendency for the formation of short columns in
the inherent structures of the discotic-nematic phase, in par-
ticular. The periodic structure of gc�r
� for the inherent struc-
tures becomes much stronger when the parent phase is co-
lumnar.

Figure 6 shows the perpendicular radial distribution func-
tion, g��r��, for the inherent structures at two representative
temperatures corresponding to the ND and C phases. For a
given mesogen i, we considered the contribution to g��r��
from only those mesogens j for which �rij · ĉ� is less than or
equal to 0.175, ĉ being the unit vector along the columnar
axis. The choice of the columnar axis rather than the director
is to allow for short columnar structures, especially for the
inherent structures of the ND phase. Each particle was as-
signed to a column using a distance threshold rt=0.6 �44�,
and then the columnar axis was determined as the best fit

straight line for the centers of mass of all the particles be-
longing to each column. The inherent structures for the ND
phase appear to retain much of the liquidlike features in the
orthogonal plane, despite the formation of the short-range
columnar structures. The peak around r�=1 splits into two
across the ND-C phase boundary, which is the signature for
quasihexagonal order in the orthogonal plane �37�. The emer-
gence of hexagonal order in the orthogonal plane is con-
firmed by monitoring the hexagonal bond order parameter

6 �41�, which is defined as


6 = �� 1

N
	

j

1

nb
j 	


kl�
wkl exp�6i�kl��� . �8�

Here nb
j is the number of pairs of nearest neighbors of the jth

particle, 
kl� implies a sum over all possible pairs of neigh-
bors, and �kl is the angle between the unit vectors along the
projections of the intermolecular vectors between particle j
and its neighbors k and l onto a plane perpendicular to the
columnar axis. The pre-exponential factor wkl was taken to
be unity if the separation vectors r jk and r jl lie within a
cylinder of radius 1.25 and thickness 0.35 centered at particle
j, and zero otherwise. The inset of Fig. 6 shows the evolution
of 
6 with temperature for the inherent structures. We note
that the hexagonal bond order parameter for the inherent
structures increases through the ND phase before it undergoes
a jump across the ND-C transition. This observation suggests
a tendency for local hexagonal packing of the short-range
columnar structures in the inherent structures of the ND
phase. Figure 7 shows snapshots of typical inherent struc-
tures for various parent phases of the discotic system studied
here for comparison with the instantaneous configurations in
Fig. 1.

Searching for a plausible correlation between the explora-
tion of the underlying energy landscape and the dynamics of
the system, we monitored the time evolution of the single-
particle lth rank orientational time correlation functions
�OTCF’s�, defined by
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FIG. 5. �Color online� Columnar distribution function for a dis-
cotic system, gc�r
�, computed from �a� instantaneous configura-
tions, and �b� the corresponding inherent structures. Here gc�r
� is
shown for three different temperatures along the isobar correspond-
ing to the isotropic phase �I�, discotic-nematic phase �ND�, and
columnar phase �C�.
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Cl
s�t� =


	i
Pl�êi�0� · êi�t���


	i
Pl�êi�0� · êi�0���

. �9�

Here Pl is the lth rank Legendre polynomial and the angular
brackets represent statistical averaging. We restricted our-
selves to l=1 and 2, as C1

s�t� and C2
s�t� are directly accessible

in experiments. For example, dielectric spectroscopy yields
information on C1

s�t� and light scattering experiments, NMR,
and electron spin resonance spectroscopies provide informa-
tion on C2

s�t�. The onset of the exploration of deeper poten-
tial energy minima with growing orientational order param-
eter is found to coincide with the emergence of a power-law
relaxation regime in the time evolution of C2

s�t� near the I-ND
phase boundary �data not shown�, as observed in other recent
studies �19,21,45�. The slowdown of the dynamics on ap-
proaching the I-ND transition from the isotropic side is mani-
fested in the relaxation time �l

s�T�. An estimate of the relax-
ation time was obtained by defining �l

s�T� as the time taken
for the corresponding single-particle OTCF to decay by 90%,
i.e., Cl

s�t=�l
s�=0.1. This choice should capture the contribu-

tion from the long tail in the single-particle OTCF’s, in par-

ticular, for l=2. Figure 8 shows the Arrhenius representation
of the temperature-dependent data of the orientational relax-
ation times. It is evident that in the isotropic phase far from
the I-ND phase boundary, �l

s�T� exhibits Arrhenius behavior,
i.e., �l

s�T�=�0,l exp�El / �kBT��, where the activation energy El
and the infinite temperature relaxation time �0,l are indepen-
dent of temperature. The high-temperature Arrhenius behav-
ior is found to break down near the I-ND transition, espe-
cially for �2

s�T�. We find that the breakdown occurs at a
temperature that marks the onset of the exploration of deeper
potential energy minima. Similar observations have recently
been made for a calamitic system �22�. For calamitic liquid
crystals, experimental results have also confirmed the break-
down of Arrhenius behavior of relaxation times in the pre-
transition region near the isotropic-nematic transition, which
is weakly first order in nature �46�.

In order to check for system size dependence, Fig. 9
shows the average inherent structure energy per particle,

eIS�, for N=864 along the isobar at pressure P=75 as the
temperature is lowered. In this case local potential energy
minimization was performed for a subset of 100 configura-
tions at each state point. The inset shows the evolution of the
average second-rank orientational order parameter 
P2� for
the prequenched configurations. It is evident that similar
phase behavior is observed for this system size. The qualita-
tive features of the temperature-dependent exploration of the
potential energy minima are also found to remain the same.

IV. CONCLUSION

Let us first summarize the present work. We have ex-
plored the energy landscape of a model system of discotic
liquid crystals by characterizing the inherent structures
across mesophases. We find that the average depth of the
potential energy minima explored by the system grows
through the discotic-nematic phase as the temperature is low-

FIG. 7. �Color online� Snapshots of inherent structures corre-
sponding to various parent phases of the discotic system. From left
to right, isotropic phase, discotic-nematic phase, and columnar
phase.
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s, is shown in the logarithmic scale: l=1 �circles� and l=2
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FIG. 9. Temperature dependence of the average inherent struc-
ture energy per particle, 
eIS�, for 864 oblate ellipsoids of revolution
interacting with a modified Gay-Berne pair potential as the system
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average second-rank orientational order parameter, 
P2�, with tem-
perature for the instantaneous configurations along the same isobar.
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ered. In contrast, it remains fairly insensitive to temperature
in the isotropic phase, in particular, along an isochor. The
onset of growth in orientational order in the parent phase is
found to induce translational order, arising from short-range
columnar structures which tend to have local hexagonal
packing. Moreover, we find that the breakdown of Arrhenius
temperature dependence of the orientational relaxation times
near the I-ND phase boundary occurs at a temperature below
which the system explores increasingly deeper potential en-
ergy minima.

These results are fairly similar to what has recently been
observed for calamitic liquid crystals �22�. These studies on
both calamitic and discotic liquid crystals together suggest a
remarkable resemblance between thermotropic liquid crys-
tals and glass-forming liquids �25� in the exploration of the
underlying potential energy landscapes. The correspondence
between the temperature-dependent exploration of the energy
landscape and non-Arrhenius temperature dependence of the
relaxation times in these soft matter systems is noteworthy.
While a Gaussian distribution for the density of the potential
energy minima will give rise to a temperature-dependent av-
erage inherent structure energy �47,48�, it is likely that the
breakdown of Arrhenius behavior is correlated with more
subtle features of the underlying energy landscape �23�. As
observed for calamitic systems �22�, the structure of the local
potential energy minima of the nematic phase is found to be
different from that of the parent phase. In the present case,
the structural organization of the local minima seems to be
akin to that of the nematic-columnar phase, which is known
to exist for some real discotic mesogens �5–7�. It is certainly
of fundamental importance that the discotic-nematic phase
cannot support an inherent structure of its own morphology,
at least in certain cases. Such interplay between orientational

and translational order suggests a role for entropy in stabi-
lizing the nematic phase. It would be interesting to investi-
gate the relative contributions of energy and entropy to the
stability of mesophases of thermotropic liquid crystals within
the energy landscape formalism.

In spite of the fundamental and practical importance of
discotic liquid crystals, computational studies on these sys-
tems are somewhat limited. In this work, we restricted our-
selves to a set of parameters identical to that of the most
studied parametrization for the Gay-Berne model for calam-
itic liquid crystals in terms of the exponents � and �. This
choice for the exponents diminishes the propensity for the
formation of the columnar phase compared to the parameters
used in Ref. �36�. Nevertheless, we find augmented coupling
of orientational and translational order in the inherent struc-
tures. We used a value � that compares well with a real
discotic mesogen and has been used before �35–38�. The
choice of �� is reasonable to ensure the formation of the
columnar phase at low temperatures �35–38�. As observed in
an earlier study of calamitic systems �22�, the results ob-
tained with the present set of parameters are expected to
remain qualitatively unchanged over a range of parameters
for which the phase behavior is similar. It would, however,
be a worthwhile exercise in the future to explore the param-
eter space in search of phase behavior and to study the un-
derlying energy landscapes.
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