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The current investigation probes frustration that arises in a Blume-Emery-Griffiths system due to competing
biquadratic ��K� interactions while uniform bilinear and crystal-field interactions are maintained. This com-
petition directly affects the clustering and density of nonmagnetic impurities. All calculations have been
conducted using a hierarchical lattice in conjunction with renormalization-group methods. Phase diagrams have
been calculated for a series of planes of constant biquadratic coupling while varying the temperature and
concentration of annealed vacancies in the system. Each phase diagram reveals three qualitatively unique
basins of attraction, each sharing renormalization-group trajectories that flow to common sinks.
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I. INTRODUCTION

The Blume-Emery-Griffiths �BEG� model �1� is a spin-1
Ising model with bilinear �Jij�, biquadratic �Kij�, and crystal-
field interaction ��ij� terms as shown in the Hamiltonian in
Eq. �1�

− �H = �
�ij�

Jijsisj + �
�ij�

Kijsi
2sj

2 − �
�ij�

�ij�si
2 + sj

2�

with si = 0, � 1, �1�

The bilinear interactions directly affect magnetic ordering,
whereas the other two terms primarily affect the relative den-
sity ��� /J� and clustering ��K /J� of occupied sites. Sys-
tems with fluctuations in both density and magnetization are
particularly well suited for investigation using this model.
The Hamiltonian in Eq. �1� involves three summations over
nearest-neighbor �ij� pairs of our lattice unit structure includ-
ing the crystal-field interaction term. Typically, the crystal-
field interaction ��i� involves a summation over lattice sites;
however, this study has changed the summation from sites to
bonds for computational convenience; the net result being
that � in Eq. �1� is the chemical potential per bond divided
by 2. Each site can assume one of three states: �i� si=0,
synonymous with the presence of a nonmagnetic impurity,
and �ii� and �iii� a site may be occupied by a spin which is in
one of two states �si= �1�. Two-state systems, with density
as an added degree of freedom, have been used to effectively
study a wide range of systems: structural glasses �2�, binary
fluids, the superfluid transition in 3He-4He mixtures, materi-
als with mobile defects, binary alloys, and frustrated perco-
lation �3� corresponding to a version of the frustrated Ising
lattice gas �4,5�.

The complexity of the resulting phase diagrams is very
rich due to underlying competing interactions in various
Blume-Emery-Griffiths models. Many different types of
competing interaction have been the focus of previous stud-

ies using the Blume-Emery-Griffiths model in conjunction
with mean-field methods �6–8� and/or renormalization-group
techniques �9,10�.

In particular, renormalization-group analysis reveals tric-
ritical and critical end point topologies linking first- and
second-order phase boundaries for the case with K�0. For
negative biquadratic coupling �K�0�, mean-field calcula-
tions revealed two novel phases: one a high-entropy ferri-
magnetic phase and the other displaying antiquadrupolar or-
der �see Ref. �6��.

The effects of attractive and repulsive biquadratic interac-
tions on the global phase space was considered by Sellitto et
al. �7� using the replica symmetric mean-field approximation
with quenched disorder in the bilinear interactions. A spin-
glass phase was found with both first- and second-order tran-
sitions from the paramagnetic phase, the order of the transi-
tion being largely dependent upon the crystal-field
interaction. This study also found, for strong repulsive �K
�0� biquadratic interactions, an antiquadrupolar phase and
at lower temperatures an antiquadrupolar spin-glass phase.

Snowman �11� employed renormalization-group tech-
niques and a hierarchical lattice in a system with competing
biquadratic and crystal-field interactions while the bilinear
interaction remained uniform. Chaotic rescaling of the biqua-
dratic interaction �K� and crystal-field interaction ��� was
revealed along a high-temperature phase boundary separat-
ing two paramagnetic phases, dense and dilute. In a separate
study, Snowman �12� used the BEG model in conjunction
with a similar renormalization-group method to consider the
effects of annealed vacancies or nonmagnetic impurities on
ordering in a system with competing ferromagnetic and an-
tiferromagnetic interactions.

The current investigation complements these earlier
works as it probes frustration that arises due to competing
biquadratic ��K� interactions while maintaining uniform bi-
linear and crystal-field interactions. This competition directly
affects the clustering and density of nonmagnetic impurities.
Thus, any two-state system susceptible to density fluctua-
tions could potentially be considered with this model. All
calculations have been conducted using a hierarchical lattice
in conjunction with renormalization-group methods, mirror-
ing the approach of previous studies �10–13�. The nature of*FAX: �401� 456-8396. Dsnowman@ric.edu
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each phase, and any associated transition�s�, is ascertained
from the renormalization-group trajectory. Phase diagrams
have been generated probing the effects of these competing
biquadratic interactions while varying the temperature and
concentration of annealed vacancies.

II. HIERARCHICAL LATTICES AND
RENORMALIZATION-GROUP THEORY

Figure 1 illustrates the construction of a general hierarchi-
cal lattice. Figure 2 illustrates the construction of the hierar-
chical lattice �14,15� used for this study. In general, an infi-
nite hierarchical lattice is generated from its basic unit by
repeatedly replacing each nearest-neighbor interaction by the
basic unit itself. Hierarchical lattices are attractive to use as
model systems since exact renormalization-group recursion
relations can be calculated. Thus, phase diagrams can be pro-
duced and critical exponents determined with great preci-
sion. Therefore these results may be considered exact on the
rather specialized lattice presented in this investigation, or
they may be considered as approximations to the effects of
competing biquadratic interactions on more realistic lattices.
Hierarchical lattices have been used to successfully explore
and understand a range of very complex problems. Included
among these are spin-glass �16�, frustrated �10�, random-
bond �17�, random-field �18�, directed-path �19�, and dy-
namic scaling �20� systems.

The renormalization-group solution for a hierarchical
model, such as Figs. 1 and 2, essentially reverses the con-
struction process. Each renormalization eliminates internal
degrees of freedom by summing over all configurations of
the innermost sites �represented by solid black dots in Figs.
2�a� and 2�b� and by 	�i ,� j
 in Eq. �5��.

Preservation of the partition function at each length scale
allows for the derivation of the recursion relations relating
the interactions at the two length scales. The new effective
interactions J�, K�, and �� are separated by a distance l�,
which is b lattice constants in the original system, where b is
the length rescaling factor of the renormalization-group
transformation:

	l��J�,K�,��� = 	l�J,K,�� �2�

with l� = bl , �3�

	l = �
	s


exp�− �H� = �
	si,sj


Rl�si,sj� �4�

with Rl�si,sj� = �
	�i,�j


exp�− �H� , �5�

	l� = �
	s�


exp�− �H�� = �
	si�,sj�


Rl��si�,sj�� �6�

with Rl��si,sj� = exp�J�sisj + K�si
2sj

2 − ���si
2 + sj

2� + G̃� ,

�7�

where G̃ is a constant used to calculate the free energy.
The actual renormalization-group transformation is calcu-

lated by equating individual portions, Rl�si ,sj� and Rl��si ,sj�,
of the summation for the partition function at each length
scale. These contributions, Rl�si ,sj� and Rl��si ,sj�, corre-
spond to the same fixed configuration of end spins 	si ,sj
 at
the two different length scales l and l�. From the resulting
equations, the relations between interaction strengths at the
two length scales l and l� can be derived: J� �J ,K ,��, K�
�J ,K ,��, and �� �J ,K ,��. The reader is directed to Sec. IV
for a derivation of these relations.

Phase diagrams are mapped and transitions characterized
using these recursion relations in conjunction with the initial
values of J, K, and �, and the resulting sink�s� of the
renormalization-group trajectories:

J� = RJ�J,K,�� , �8�

K� = RK�J,K,�� , �9�

�� = R��J,K,�� . �10�

Each phase has associated with it a corresponding phase sink
�see Table I�, at which the values of the interactions �J ,K ,��
have reached a fixed point denoted by �J� ,K� ,���. In the
vicinity of these fixed points the system is scale invariant and
hence renormalization does not affect the properties of the
system as the length scale is increased by a factor of b. The

FIG. 2. Construction of the hierarchical lattice. Solid lines rep-
resent �J ,K ,�� nearest-neighbor site interactions, whereas jagged
lines represent �J ,−K ,�� nearest-neighbor site interactions. In gen-
eral, an infinite hierarchical lattice is generated from its basic unit
by repeatedly replacing each nearest-neighbor interaction by the
basic unit itself.

FIG. 1. In general, an infinite hierarchical lattice is generated
from a basic unit by repeatedly replacing each nearest-neighbor
interaction by the basic unit itself �Berker and Ostlund �14��.
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fixed points must satisfy the recursion relations such that

J� = RJ�J�,K�,��� , �11�

K� = RK�J�,K�,��� , �12�

�� = R��J�,K�,��� . �13�

Two types of components �see Figs. 2�a� and 2�b�� have been
included in the basic unit for the calculations presented in
this paper, similar to the calculation of McKay et al. �10�.
Each component contains two qualitatively different types of
nearest-neighbor sites: those with interactions �J ,K ,�� and
those with interactions �J ,−K ,��. When K is chosen so that
simultaneous occupation is energetically favorable for
nearest-neighbor sites with �J ,K ,�� interactions, it is unfa-
vorable for nearest-neighbor sites with �J ,−K ,�� interac-
tions, and vice versa.

These two qualitatively unique competing interactions al-
low us to separate the hierarchical lattice into two sublat-
tices, distinguished from one another by the type of biqua-
dratic interaction, attractive �K�0� or repulsive �K�0�.
Since some sites are connected to neighbors by each type of
interaction, it is really the bonds, rather than the sites, that
are associated with each sublattice and must be used in in-
terpreting the phase associated with each sink.

Spatial frustration arises as a direct result of the position-
ing of the competing attractive �K�0� and repulsive �K
�0� biquadratic interactions. The degree of the competition
is tuned by varying the strength of the cross-link interaction
�Fig. 2�a��. The case of p=0 yields a hierarchical model that
is equivalent �14� to the Migdal-Kadanoff �21,22�
decimation-bond moving scheme in two dimensions. For this
study, the cross-link interaction �p� in Fig. 2�a� has been
chosen such that the spatial frustration present is at a maxi-
mum.

Figure 2�b� includes in the model the possibility of addi-
tional connecting paths between the end spins which may not
have the cross-linked feature in Fig. 2�a�. One type of path,
consisting of m1 pairs of spins, has all interactions of the
same type, �J ,K ,��, while the other, with m2 pairs of spins,
has one nearest-neighbor pair that differs in the biquadratic
interaction, �J ,−K ,��, from the rest of the connecting path.

The cross-linked structure �Fig. 2�a�� and the two different
types of connecting paths �Fig. 2�b�� represent the two ge-
nerically different types of geometries that could occur in
real materials with density fluctuations and/or spatial inho-
mogeneities, such as a ferrofluid in a random medium. In
systems such as these, sites separated by some distance are
connected by multiple paths, some with and some without
competing interactions.

The connectivity of the system is varied using two param-
eters pA and pB. These parameters, representing the number
of unit structures, either type A or type B �see Fig. 2�, are
used to form the basic unit or generator for the hierarchical
lattice as shown in Fig. 2�c�. The competing mechanisms
included in this study for the density degrees of freedom
parallel those introduced for the orientational degrees of free-
dom in previous works �10,23�. In fact, this study has used
the same connectivity values �p ,m1 ,m2 , pA , pB�
= �4,8 ,9 ,40,1�, as Refs. �10,23�. Spin-glass systems reveal
that a certain level of connectivity is necessary before the
effects of competing interactions are observed; this observa-
tion is entirely consistent with other systems characterized
by competing microscopic interactions �see Kauffman et al.
�15��.

III. CHARACTERIZATION OF TRANSITIONS

Densities, magnetizations, and nearest-neighbor correla-
tions can all be calculated by numerically differentiating the
free energy with respect to the appropriate variables. The
free energy density �dimensionless free energy per bond� f
can be expressed as

f =
− bF

Nb
= �

n=1




b−ndG̃�n��J�n−1�,K�n−1�,��n−1�� , �14�

where F is the Helmholtz free energy and Nb denotes the
total number of bonds in the system. The free energy density
consists of a sum over all iterations of the renormalization-

group transformation of the contributions G̃�n� to the free
energy density due to the degrees of freedom removed dur-
ing each transformation. Each implementation of the
renormalization-group transformation reduces the length
scale of the system by a factor of b and the number of spins
by a factor of bd.

The free energy density allows us to calculate all thermo-
dynamic quantities. The magnetization m� M

Ns
=

Nb

Ns

�f
�H , can be

calculated by numerically measuring the shift in the free en-
ergy density with a small perturbation in the magnetic field,
where Ns is the number of sites. In a like manner, the density
can be calculated by differentiating the free energy density
with respect to the crystal-field coefficient, ��

Nb

Ns

�f
�� . In ad-

dition to magnetization and density, correlations of the bilin-
ear, �sisj�=Nb

�f
�Jij

, and biquadratic, �si
2sj

2�=Nb
�f

�Kij
, exchange

interactions are also valuable when interpreting the phases
and characterizing transitions. Since our unit structure con-
sists of two different types of nearest-neighbor interactions,
the above thermodynamic quantities were calculated sepa-
rately for each type of nearest-neighbor pair �J ,−K ,�� and

TABLE I. The sinks, and associated phases, for the three unique
basins of attraction.

Phase or basin Sink Characteristics

Ferromagnetic J→ +

K→−

�→−


�K�= �J�
���� �K� , �J�

Dense paramagnetic J→0
K→0
�→−


Disordered �magnetization=0�

Dilute paramagnetic J→0
K→0
�→ +


Disordered �magnetization=0�
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�J ,K ,��. This approach leads to easier interpretations of the
spin configurations associated with each phase.

Equipped with values for the four thermodynamic quanti-
ties discussed above, transitions between the various basins
of attraction are characterized for each sublattice. Recall that
first-order transitions are characterized by discontinuities in
densities, magnetizations, or other first derivatives of the free
energy, whereas second-order or continuous transitions ex-
hibit no such discontinuities. It is important to note that exact
knowledge of the recursion relations allows us to calculate
critical scaling exponents as second-order transitions are en-
countered in our phase space. The next section explores this
in greater detail.

IV. RECURSION RELATIONS

By equating the contributions to the partition function
from the two length scales, for each fixed end spin configu-
ration, we can write the following equalities for the type A
structure shown in Fig. 2�a�.

Rl�1,1� = exp��p + 4�J + �4 − p�K − �2p + 8���

+ 2 exp�2J + 2K − �p + 6���

+ 2 exp�− pJ + �4 − p�K − �2p + 8��� + exp�− 4��

+ 2 exp�− 2J + 2K − �p + 6���

+ exp��p − 4�J + �4 − p�K − �2p + 8���

= exp�J� + K� − 2�� + G̃� = Rl��1,1� , �15�

Rl�1,0� = exp��2 + p�J + �2 − p�K − �2p + 6���

+ 2 exp�J + K − �p + 4���

+ 2 exp�− pJ + �2 − p�K − �2p + 6��� + exp�− 2��

+ 2 exp�− J + K + �p + 4���

+ exp��2 − p�J + �2 − p�K − �2p + 6���

= exp�− �� + G̃� = Rl��1,0� , �16�

Rl�1,− 1� = 2 exp�pJ + �4 − p�K − �2p + 8���

+ 2 exp�− pJ + �4 − p�K − �2p + 8���

+ exp�− 4�� + 4 exp�2K − �p + 6���

= exp�− J� + K� − 2�� + G̃� = Rl��1,− 1� ,

�17�

Rl�0,0� = 2 exp�pJ − pK − �2p + 4��� + 4 exp�− �p + 2���

+ 2 exp�− pJ − pK − �2p + 4��� + 1

= exp�G̃� = Rl��0,0� . �18�

Using the relationships above �Eqs. �15�–�18��, we can de-
rive expressions relating the coupling coefficients between
the two length scales for the type A unit structure:

JA� =
1

2
ln
 Rl��1,1�

Rl��1,− 1�� , �19�

KA� =
1

2
ln
Rl��1,1�Rl��1,− 1�Rl�

2 �0,0�

Rl�
4 �1,0� � , �20�

�A� = ln
Rl��0,0�

Rl��1,0�� , �21�

G̃A� = ln Rl��0,0� . �22�

The recursion relations for simpler �type B� unit structures
have the same form as in Eqs. �19�–�22�, but the expressions
�Eqs. �15�–�18�� for the corresponding Rl�si ,sj� differ. Com-
bining the recursion relationships for both types of structure
�A and B as shown in Fig. 2�, the renormalization relation-
ships become

J� = pAJA� + pBJB� , �23�

K� = pAKA� + pBKB� , �24�

�� = pA�A� + pB�B� . �25�

The exact recursion relations above can be used to calculate
critical exponents by linearizing the recursion relations in the
vicinity of the second-order transition under investigation.
That is,

J� − J� = TJJ�J − J�� + TJK�K − K�� + TJ��� − ��� , �26�

K� − K� = TKJ�J − J�� + TKK�K − K�� + TK��� − ��� ,

�27�

�� − �� = T�J�J − J�� + T�K�K − K�� + T���� − ��� ,

�28�

where TJJ= �J�
�J , TKJ= �K�

�J , etc. and they are evaluated at the
fixed point in question. The critical relations above can be
represented as a recursion matrix, with elements TXY and
eigenvalues of the form


l = byl, �29�

where b is the length rescaling factor �in our case b=2� and
yl represents the corresponding critical exponent for the lth
eigenvalue.

V. RESULTS

Below we consider a series of planes of constant K /J
while the temperature ��1 /J� and vacancy concentration
��� /J� present in the system are varied. In each plane, we
have mapped out the different regions of parameter space
according to the renormalization-group trajectories that arise.
This investigation reveals three qualitatively unique regions
�or basins of attraction�, each sharing renormalization-group
trajectories that flow to common sinks or attractors �see
Table I�.

Two basins arise in parameter space in which bilinear �J�
and biquadratic �K� renormalization-group trajectories flow
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to zero, indicating that long-range order does not propagate.
The sinks for both of these basins correspond to paramag-
netic states. These paramagnetic states are distinguished
from one another only by the renormalization-group trajec-
tory of the crystal-field interaction �� /J�, thus affecting the
concentration of vacancies in each case. Although the va-
cancy concentration is low in the dense paramagnetic state,
the temperature is too high for the system to order �see Figs.
3–6�. The dilute paramagnetic state is present at all tempera-
tures �see Figs. 3–6� but cannot order since the vacancy con-
centration is too high for long-range order to develop.

The third basin �dense ferromagnetic� that arises in
parameter space has a sink with renormalization-group
trajectories that indicate magnetic �J→ +
� and spatial
�K→−
� ordering, as well as low vacancy concentration
��→−
�.

In the plane of K /J=−5 �Fig. 3� we find regions with
renormalization-group trajectories flowing to each of the
sinks detailed above. The ordered ferromagnetic phase disor-
ders as temperature is increased to a dense paramagnetic
state via a second-order phase transition. This critical line
terminates at a critical end point �E� on a line of first-order
transitions, similar to that topology observed by Hoston and
Berker �6�, for the case of uniform J, K, and � with K /J
=5, using mean-field theory. This line of first-order transi-
tions separates the ordered ferromagnetic phase from the di-
lute paramagnetic state at low temperatures, and at higher
temperatures it separates the dense and dilute paramagnetic
states before terminating at critical point C at 1 /J�70. Also
of particular note in this phase diagram is the doubly reen-
trant topology between the different basins of attraction
�ferromagnetic–dilute paramagnetic–ferromagnetic–dense
paramagnetic� in the range −4.8�� /J�−3.9. This double
reentrance disappears as the spin-1/2 Ising limit �� /J− �
−
� is approached.

Similar calculations for the K /J=−1 plane show that the
qualitative nature of the phase diagram remains the same,
complete with the critical end point �E� and critical point �C�
topology seen for K /J=−5. However, the prominence of the
doubly reentrant region of the phase diagram is diminished
and occurs over a much smaller range of � /J, as shown in
Fig. 4. The first-order phase boundary separating the two
paramagnetic regions terminating at the critical point �C� is
shifted to higher temperatures �1 /J�80� as K /J is increased.
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FIG. 3. Parameter space, with K /J=−5 and �p ,m1 ,m2 , pA , pB�
= �4,8 ,9 ,40,1�, depicting different basins of attraction and associ-
ated phases with critical end point �E� and critical point �C�. Solid
lines represent second-order transitions, whereas dashed lines rep-
resent first-order transitions.

FIG. 4. Parameter space, with K /J=−1 and �p ,m1 ,m2 , pA , pB�
= �4,8 ,9 ,40,1�, depicting different basins of attraction and associ-
ated phases with critical end point �E� and critical point �C�. Solid
lines represent second-order transitions, whereas dashed lines rep-
resent first-order transitions.

FIG. 5. Parameter space, with K /J=1 and �p ,m1 ,m2 , pA , pB�
= �4,8 ,9 ,40,1�, depicting different basins of attraction and associ-
ated phases with critical end point �E�. Solid lines represent second-
order transitions, whereas dashed lines represent first-order
transitions.
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One can go smoothly between the dense and dilute paramag-
netic phases at temperatures above the critical point, as in the
standard liquid-gas phase diagram.

Positive clustering bias �K /J=1� results in a phase dia-
gram �Fig. 5� in which the boundary between the dense fer-
romagnetic and dilute paramagnetic basins has shifted to
larger � /J, while the topology of the boundary separating
the dense paramagnetic and ferromagnetic basins remains
qualitatively the same and occurs at approximately the same
temperature. The critical point �C� terminating the line of
first order transitions between dense and dilute paramagnetic
phases has shifted to 1 /J�180 �not shown in the figure�.
Reentrance to a disordered �paramagnetic� region occurs
over a wide range of � /J �annealed vacancy concentrations�.
As the temperature is lowered at fixed chemical potential a
paramagnetic �dense�–ferromagnetic–paramagnetic �dilute�
sequence of transitions is encountered.

As the clustering bias is further increased to K /J=5 �Fig.
6�, the critical end point �E� and critical point �C� topology
remains, yet the boundary separating the ferromagnetic and
dilute paramagnetic basins has curved so drastically that it is
possible to order the dilute paramagnetic phase at high tem-
peratures by further increasing the temperature over a broad
range of � /J. The critical point �C� terminating the line of
first-order transitions has shifted to 1 /J�80. It is also appar-
ent that a changing temperature can drive the system from
one paramagnetic basin to the other �Fig. 6�. The boundary
separating the dense paramagnetic and ferromagnetic basins
remains qualitatively the same and is located at approxi-
mately the same temperature.

In each of the four planes of constant biquadratic cou-
pling, the high-temperature transition from the dense ferro-
magnetic phase to the dense paramagnetic phase was found
to be second order. In this study, we have probed this critical
line while maintaining three scaling fields associated with J,
K, and �. Linearizing the recursion relations, as discussed in
Sec. IV, yields a recursion matrix with two relevant eigen-
values 
1=2 and 
2=2, corresponding to critical scaling
exponents of y1=1 and y2=1, respectively. The third eigen-
value is irrelevant with 
3=0. Work is currently ongoing that
will introduce an additional scaling field associated with
small perturbations of an external magnetic field �H�.

VI. SUMMARY

In summary, this study considers an exactly solvable
spin-1 Ising system in which frustration is present due to
competing biquadratic interactions. Thus, this calculation
models a dilute ferromagnetic material with two types of
nearest-neighbor site pairs, distinguished by whether or not
simultaneous occupation is energetically favored. The effects
of these competing biquadratic interactions are probed by
calculation of phase diagrams for a series of planes of con-
stant biquadratic coupling while the temperature and concen-
tration of annealed vacancies in the system are varied. Each
phase diagram reveals three qualitatively unique basins of
attraction, each sharing renormalization-group trajectories
that flow to common sinks. Each sink corresponds to a dif-
ferent phase �ferromagnetic, dense paramagnetic, dilute para-
magnetic� of the system.

Planes of negative K /J result in phase diagrams that
exhibit double reentrance with the phase sequence
ferromagnetic–paramagnetic �dilute�–ferromagnetic–
paramagnetic �dense� encountered with increasing tempera-
ture. Planes of constant clustering bias corresponding to at-
tractive �K�0� biquadratic couplings show reentrance, with
the phase sequence paramagnetic �dilute�–ferromagnetic–
paramagnetic �dense� encountered as temperature is in-
creased at fixed chemical potential. In each plane of constant
biquadratic coupling, the critical line separating the ferro-
magnetic and dense paramagnetic states terminates at a criti-
cal end point �E� on a line of first-order transitions, itself
terminating at a critical point �C� at higher temperatures.
Most intriguing is the ordering of the dilute paramagnetic
phase at high temperatures by further increasing the tem-
perature. These results may offer insights into other systems
characterized by density fluctuations and spatial inhomoge-
neities as a result of competing interactions.
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