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Based on the Riemannian geometric approach to Hamiltonian systems with many degrees of freedom, we
study a chaotic nature of the SU�2� Yang-Mills field. Particularly, we study the Lyapunov exponent of the
Wu-Yang magnetic-monopole solution of the SU�2� Yang-Mills field equation by use of an analytic formula
which is determined by the average Ricci curvature and its fluctuation on the Riemannian manifold. It is shown
that the system is chaotic from the positive values of the Lyapunov exponent. Furthermore, we find that the
energy dependence of Lyapunov exponents exhibits a crossover phenomenon. By using the linear stability
analysis, we point out that this crossover is related to the instability of the monopole solution.
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I. INTRODUCTION

Recently there has been much attention to the investiga-
tion about Hamiltonian chaos from the Riemannian geomet-
ric approach �RGA� �1�. This approach allows us to relate
chaotic dynamics to curvature properties of manifolds by
regarding the trajectory of a dynamical system as a geodesic
on the Riemannian manifold endowed with a suitable metric.
The formalism based on the RGA has been applied to the
two-dimensional Hamiltonian systems such as the Hénon-
Heiles system �2�, the homogeneous Yang-Mills-Higgs sys-
tem �3�, the Abelian-Higgs system �4�, and other systems �5�.
These systems have been also studied by the numerical ap-
proach using the standard techniques �6� of testing for cha-
otic motions. Henceforth we refer to this approach as the
conventional approach. From the comparison between the
results by the conventional approach and the RGA, it is con-
firmed that two different approaches yield consistent results
on chaos in the dynamical systems with two degrees of free-
dom, N=2.

For the Hamiltonian systems with large N degrees of free-
dom, this RGA gives an analytic formula of the Lyapunov
exponent �LE� in terms of the average quantities associated
with curvature properties. Since the LE is a reliable indicator
of chaos for dynamical systems, many efforts have been
done to calculate the LE numerically in the conventional
approach. The numerical estimation of the LE, however, has
some inevitable problems on the CPU time and the accuracy
of the numerical integration. Even for the estimation of one
value of the LE at a given energy, it takes a lot of CPU time
to obtain its asymptotic value through the long-term evolu-
tion of the systems with large N degrees of freedom. When
we need to study the energy dependence of the LE, we have
to consume tremendous CPU time in the conventional ap-
proach. Thus the analytic formula of the LE by the RGA is a
very attractive tool that conveys more information on the
chaos that goes beyond the conventional approach.

Indeed, this analytic formula has been applied to the sys-
tems with large N degrees of freedom such as the Fermi-
Pasta-Ulam � �FPU-�� model �7,8�, the lattice �4 classical

model �8,9�, and other models �10,11�, and it is found that
the behavior of LE exhibits a crossover as a function of the
energy density �=E /N. It has been pointed out that the
crossover implies the existence of weak and strong chaos
corresponding to the qualitatively different regimes in the
dynamics. The transition between weak and strong chaos is a
very important phenomenon to measure the degree of chao-
ticity and its relevance is also discussed in connection with
the phase transition �9,11�.

The purpose of this paper is to study the chaos of the
SU�2� Yang-Mills �YM� gauge field depending on space and
time by applying the analytic formula of the LE �1�. Mainly
we focus on the Wu-Yang magnetic-monopole solution of
the SU�2� YM classical field equation, and we study the be-
havior of its LE. We show that the dependence of the LE on
the energy density � has crossover as in the case of the FPU-
� model and the lattice �4 classical model. This YM system
has been studied for a long time in the hope that it may
provide new knowledge on the vacuum structure of gauge
field theories. Based on the various numerical simulations in
the conventional approach, it has been shown that the YM
system is intrinsically chaotic �12,13�. However, the above-
mentioned crossover was not revealed because the simula-
tion was not done for a wide range of energies enough to
detect such a phenomenon. The chaotic properties of gauge
fields also have been investigated by the method of the lat-
tice gauge fields, and the role of chaotic gauge fields has
been discussed, e.g., for the confinement of quarks and the
phenomena in high energy physics �14,15�. Thus this RGA
will bring a new feature of chaos of the SU�2� gauge field
theories which might be difficult to find by the conventional
approach, and which might connect to the findings in the
lattice gauge fields.

This paper is organized as follows. In Sec. II, we give a
brief review about the RGA for the Hamiltonian chaos and
the analytic formula of the LE. In Sec. III, we present the
Wu-Yang magnetic-monopole solution of the SU�2� YM
classical field equation, and derive the quantities on the cur-
vature of the Riemannian manifold necessary for estimating
the LE. In Sec. IV, we show the numerical results for the
LE of the YM system. Our conclusions are summarized in
Sec. V.*kawabe@design.kyushu-u.ac.jp
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II. RIEMANNIAN GEOMETRIC DESCRIPTION OF
INDICATOR FOR HAMILTONIAN CHAOS

In this section, we will briefly describe the Riemannian
geometric description of a chaos indicator for a Hamiltonian
with many degrees of freedom by closely following the
works of Casetti, Pettini, and Cohen �1�. The basic idea of
the RGA starts with the identity between the trajectories of a
dynamical system and the geodesics in its configuration
space on a suitable Riemannian manifold. The instability of
the trajectories corresponds to the instability of the geode-
sics. This geodesic instability can be measured by time evo-
lution of the geodesic variation field called the Jacobi field J,
which is defined by the spread between nearby geodesics.
The evolution of the Jacobi field can be expressed by the
Jacobi equation as follows �1�:

D2J

Ds2 + R�J,v�v = 0, �1�

where s is the proper time, D /Ds is the covariant derivative
along the geodesic, R�· , ·� is the Riemann curvature tensor,
and v=dq /ds is the velocity of the geodesic. The Jacobi
equation �1� comes from the second-order variation of the
geodesic equation with respect to a perturbed geodesic, and
then relates the instability of the Jacobi field J to the curva-
ture properties of the underlying manifold. Since the insta-
bility can be estimated by the norm �J� of the Jacobi field, it
is effective to consider the norm equation by multiplying Eq.
�1� by J as follows:

�D2J

Ds2 ,J� + �R�J,v�v,J	 = 0, �2�

where �X ,Y	
gijX
iY j stands for a scalar product. For the

norm �
�J�=��J ,J	 the norm Eq. �2� can be written as
follows:

d2�

ds2 + k�s�� = 0, �3�

where k�s�=k�J ,v� is the sectional curvature of the geodesic
plane spanned by the directions J and v. This expression of
Eq. �3� is independent on a particular choice of the metric.
Specializing to the Eisenhart metric for the arc length s, i.e.,
ds2=dt2, the norm Eq. �3� is rewritten in terms of the physi-
cal time t as follows:

d2�

dt2 + k�t�� = 0. �4�

In the RGA, the norm Eq. �4� is assumed to be a stochastic
oscillator equation with frequency �k�t�. Then the squared
frequency k�t� can be modeled by a Gaussian and
�-correlated stochastic process as follows �7�:

k�t� = k0 + ��k
2��t� , �5�

where ��t� is the fluctuation by the random Gaussian pro-
cess, and the mean k0 is given by the average of the Ricci
curvature per degree of freedom, kR=KR /N, along a geodesic
and the variance �k is by the rms fluctuation of kR. The Ricci
curvature KR is defined as KR=Rijviv j, where Rij is the Ricci

tensor and vi=dqi /ds is velocity. Under the Eisenhart metric,
the nonvanishing component of the Ricci tensor Rij is R00
alone. Since the relation q0= t=s holds in this metric, the
Ricci curvature reduces to KR=R00v0v0=R00 because of v0

=1. The component R00 is determined by the potential func-
tion V of the Hamiltonian system as R00=	V, where 	 is the
Laplacian operator. Thus the Ricci curvature kR is given by

kR�t� =
KR

N
=

	V

N
. �6�

From Eq. �6� we can calculate the mean k0 in Eq. �5� by the
time average of kR as

k0 
 �kR�t�	 =
1

T
�

t

t+T

kR�t��dt�, �7�

and the variance �k in Eq. �5� by the rms fluctuation of kR as

��k
2 = ���kR�t� − k0�2	 . �8�

In order to determine whether or not the YM system is
chaotic, we evaluate the maximal LE 
. This exponent 
 is
defined as


 = lim
t→�

1

t
ln

d�t�
d�0�

, �9�

where d�t�=��2�t�+�̇2�t� is the distance between two
neighboring Jacobi fields. Following the solving method for
the stochastic oscillator Eq. �4�, the LE 
 can be given by
�1,7�


�k0,�k� =
1

2

� −

4k0

3�
� , �10�

where

� = 
�k
2
 +�
4k0

3
�3

+ �k
4
2�1/3

, �11�


 =
��k0

2�k0�k0 + �k� + ��k

.

Therefore in the RGA we can estimate the LE 
 through the
analytic formula �10� which is determined only by such geo-
metric quantities as k0 and �k.

III. APPLICATION TO WU-YANG MAGNETIC-
MONOPOLE SOLUTION OF SU(2) YM FIELD EQUATION

We consider the SU�2� YM field equation as

��F��
a + �abcA�

b F��
c = 0, �12�

where F��
a is the field tensor as

F��
a = ��A�

a − ��A�
a − �abcA�

b A�
c , �13�

and the upper indices of the gauge field A�
a refer to the SU�2�

group �a=1,2 ,3�, and the lower ones refer to the Lorentz
group ��=0,1 ,2 ,3�. Under the time-dependent, spherically
symmetric ansatz �16�
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Ai
a�x,t� = − �aijxj

��r,t� + 1

r2 , �14�

and the gauge condition A0
a=0, the YM Eq. �12� reduces to a

classical field equation in 1+1 dimensions as follows:

�2�

�t2 −
�2�

�r2 =
1

r2 �1 − �2�� , �15�

where r= �x�. The Hamiltonian of the system is given by

H = 4��
0

�

dr�1

2

 ��

�t
�2

+
1

2

 ��

�r
�2

+
1

4r2 �1 − �2�2� .

�16�

It is noticed that this system �16� is equivalent to the nonlin-
ear string under the Wu-Yang potential U���= �1
−�2�2 / �4r2�.

The discretized version in space of the Hamiltonian �16�
is given by

H = 4�h��
i=1

N
1

2

 ��i

�t
�2

+ V��i�� , �17�

V��i� = �
i=1

N+1
1

2h2 ��i − �i−1�2 + �
i=1

N
1

4�ih�2 �1 − �i
2�2, �18�

where the coordinate r is subdivided into a small interval of
length h as ri= ih, with i=1,2 , . . . ,N, and the function �i
stands for ��ri , t�. This Hamiltonian �17� describes a set of N
nonlinear coupled oscillators under the potential V which
consists of the harmonic potential and the Wu-Yang one. By
taking the Laplacian of the potential V of Eq. �18� as 	V
=�2V /��i

2, the Ricci curvature kR of Eq. �6� can be calcu-
lated as follows:

k̃R�t� 
 h2kR�t� = 2 +
1

N
�
i=1

N
1

i2 �3�i
2 − 1� . �19�

Here we define the rescaled Ricci curvature k̃R free of h.
Similarly we define the rescaled variance �̃k=h2�k and the

rescaled Lyapunov exponent 
̃=h
.
It is well known that the YM equation �15� has five static

solutions �0�r� �17�. Among them we focus on the Wu-Yang
magnetic-monopole solution �WY�r�=0 and study its chaotic

property. In order to calculate the Ricci curvature k̃R�t� for
the Wu-Yang monopole solution �WY�i� under perturbation,
we approximate the fields ��i , t� as a sum of �WY�i� and the
perturbation around it as follows:

��i,t� = �WY�i� +� 2

N
�
j=1

N−1

��j,t�sin
�ij

N
� . �20�

The perturbation term of Eq. �20� is given by a combination
of various harmonic modes by N coupled nonlinear oscilla-
tors. Following Ref. �13�, the initial perturbation is given by
exciting the j= �N /2�th mode alone in Eq. �20�, i.e., ��j ,0�
=0 except for j=N /2, so that the strength of the initial per-
turbation is determined by the amplitude A
��N /2,0�. We

adopt the boundary and initial conditions as follows:

��0,t� = ��N,t� = 0, �̇�i,0� = 0. �21�

For the total energy E of the YM system, we define the

rescaled energy Ẽ=hE because we can rewrite Eqs. �17� and
�18� as follows:

E =
4�

h �1

2�
i=1

N 
 ��i

�

�2

+
1

2 �
i=1

N+1

��i − �i−1�2

+
1

4�
i=1

N
1

i2 �1 − �i
2�2� , �22�

where 
= t /h. Under the perturbation of Eq. �20� with the

initial conditions of Eq. �21�, the initial energy Ẽ0 can be
expressed in terms of the amplitude A as follows:

Ẽ0 = 4��A2 +
1

4�1

4�
k=1

N/2
1

k2 + 
1 −
2

N
A2�2

�
k=1

N/2
1

�2k − 1�2�� ,

�23�

where the first term A2 in parentheses comes from the har-
monic potential and the remainder comes from the Wu-Yang
potential.

IV. NUMERICAL RESULTS

In order to study the behavior of the LE 
 as a function of

energy density �̃= Ẽ /N, we take the amplitude A of the initial
perturbation in the range �0.1, 3.2� with 	A=0.1. Figure 1

shows the relation between �̃= Ẽ0 /N and A for the case of
N=128. For the case of N�1, the dependence of �̃ on A
roughly obeys the parabolic curve �̃�A�=4��A2+�2 /24� /N
as plotted with the solid line in Fig. 1, which can be derived
from Eq. �23� for N→� because of �k=1

� 1 /k2=�2 /6 and
�k=1

� 1 / �2k−1�2=�2 /8.

Figure 2 shows the result of the LE 
̃=h
 of Eq. �10� vs

�̃= Ẽ /N for the case of N=128. It is clear that this YM sys-

FIG. 1. Plot of the energy density �̃= Ẽ /N vs the amplitude A2 of
the perturbation. The solid line is depicted by �̃=4��A2

+�2 /24� /N for N=128.
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tem is chaotic because of 
̃�0. We can see that 
̃ exhibits a
crossover at the critical value of the threshold, �̃c�0.283,
whose value is determined by the crossing of the two asymp-
totes. The dependence of 
̃ on �̃ is characterized by the
power laws, i.e., 
̃��̃���̃d1 for �̃��̃c and 
̃��̃���̃d2 for �̃
��̃c, where d1�1.41 and d2�0.378. Since the analytic for-
mula of the LE of Eq. �10� depends on the geometric quan-
tities such as k̃0 and �̃k

2, let us show the dependence of these
quantities on �̃ hereinafter.

Figure 3 shows the result of the mean of the Ricci curva-
ture k̃0=h2k0 of Eq. �7� vs the energy density �̃ for the case
of N=128, where we take T=5�104. The mean k̃0 has a dip
structure, i.e., it decreases with �̃ and reaches its minimum

k̃0
��1.999 and then begins to increase. The value of k̃0

� seems
to be reasonable from the lower limits determined by Eqs.
�7� and �19� as

k̃0 = 2 +
1

NT
�

t

t+T

�
i=1

N
3�i

2

i2 dt −
1

N

�

i=1

�
1

i2 − �
i=N+1

�
1

i2�
� 2 −

1

N
�
i=1

�
1

i2 = 2 −
�2

6N
� 1.987. �24�

Figure 4 shows the result of the fluctuation �̃k
2=h4�k

2 of
Eq. �8� vs �̃ for the case of N=128. At first glance, we notice

that the behavior of �̃k
2 is almost the same as one of the LE 
̃

in Fig. 2. This similarity between �̃k
2 and 
̃, however, is not

surprising as long as the relation �̃k� k̃0 holds. From the

comparison between �̃k
2 of Fig. 4 and k̃0 of Fig. 3, we can

confirm that such a relation holds. In the limit �̃k� k̃0 we can
derive from Eq. �10� as �1�


̃ � �̃k
2. �25�

Thus we understand that both behaviors of 
̃ and �̃k
2 become

almost the same as shown in Figs. 2 and 4.
For the numerical integration for the equations of motion

obtained from the Hamiltonian �17� and �18�, we used two
different methods to check the reliability of our results. One
is a fourth-order Runge-Kutta �RK� method with a time step
	t of 1.25�10−3 and set h=0.1. The accuracy of the inte-
gration has been kept within 10−5 after 4�107 iterations, i.e.,
T=5�104. The other is a second-order symplectic method
�18�, whose accuracy of the integration is known to be better
than the standard RK method. By using this symplectic
method with the same values of 	t and h, we have executed
a long-term evolution of the system within an accuracy of
10−6, and obtained qualitatively the same results as those by
the RK method. For this reason, we showed only the results
obtained by the RK method. As for the lattice size N, we
chose several values such as N=32,64,128,256 and N
=512. As the qualitative results remain almost the same, we
presented our results only for N=128. Therefore we think
that the long-time properties obtained here will be character-
istic of the real dynamics of the SU�2� YM field equation.

V. CONCLUDING REMARKS

We have studied the chaotic properties of the Wu-Yang
magnetic-monopole solution of the SU�2� YM field equation
from the RGA. From the positive values of the LE of Fig. 2,

FIG. 2. Lyapunov exponent 
̃ of Eq. �10� vs the energy density

�̃= Ẽ /N for N=128. The crossover occurs at �̃c=0.283.

FIG. 3. Mean of the Ricci curvature k̃0 of Eq. �7� vs the energy

density �̃= Ẽ /N for N=128 and T=5�104.

FIG. 4. Fluctuation �̃k
2 of Eq. �8� vs the energy density �̃

= Ẽ /N for N=128.
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we see that this YM system is chaotic. This result is consis-
tent with the result obtained by the conventional approach
�13�, where the YM system is shown to be intrinsically cha-
otic by numerical studies of the induction phenomenon and
the behavior of the LE. However, the analytic formula �10�
of the LE supplies more information that the crossover phe-
nomenon exists in the behavior of the LE, which has not
been revealed in Ref. �13� because the numerical analyses
were done only up to the amplitude A=1.0 of the perturba-
tion, i.e., �̃=0.138, which was not energy enough to detect
that the crossover phenomenon occurred at �̃c. Since the
study of chaos in the gauge fields aims at clarifying the
vacuum structure of gauge fields and the color confinement
�14,19�, this crossover connected with the phase transition
might be an important phenomenon shedding light on this
issue. Especially, it will be necessary to clarify the possible
relation between the scaling of the LE with �̃ and the similar
behavior observed in the lattice gauge systems �20�.

Let us comment on our results briefly. First, we would
like to comment on a possible relation between the crossover
structure of the LE and the instability of the Wu-Yang mono-
pole solution. It will be reasonable to expect that the cross-

over structure of �̃k
2 comes from the dip of k̃0 as shown in

Fig. 3 because �̃k
2 is completely determined by k̃R�t� of Eq.

�19�. This dip stems from the second term of Eq. �19�, which
becomes negative in the region where �i

2�1 /3. We can
show that this region is the same as one where the Wu-Yang
monopole solution becomes unstable. For this purpose, let us
approximate the solution ��r , t� as a sum of the static solu-
tion �0�r� and the perturbation ���r , t� around it. By substi-
tuting ��r , t�=�0�r�+���r , t� to the YM equation �15�, we
obtain the following equation in the linear approximation:

�2��

�t2 −
�2��

�r2 =
1

r2 �1 − 3�0
2��� . �26�

By assuming ���r , t�� exp�ikr�exp�i�t�, we obtain the fol-
lowing relation from Eq. �26�:

�2 = W�r� + k2, W�r� =
1

r2 �3�0
2�r� − 1� . �27�

For the Wu-Yang monopole solution �0=�WY =0, the poten-
tial becomes W�r�=−1 /r2�0 so that �2�0 for small k, i.e.,
the perturbation grows exponentially with time as ���r , t�
�exp����t�. This triggers the time instability for the Wu-
Yang monopole solution. Following Ref. �12�, this instability
occurs in the region where W�r��0, i.e., �0

2�r��1 /3, which
is the same region as one for the dip mentioned above.
Therefore, owing to Eq. �25�, we could expect that the cross-
over of the LE correlates closely with this instability.

Second, we would like to point out the possible relation
among the crossover, the curvatures, and chaos. In the RGA,
the fluctuation of the curvature has been discussed in con-
nection with the strength of chaos. In order to see this point,
we plot the ratio of the normalized mean-square fluctuation

�the variance� and the Ricci curvature, �̃k / k̃0, vs �̃ in Fig. 5.

Since the mean k̃0 is almost constant, k̃0�2.00, the behavior

of this ratio is approximately 
̃1/2 because of Eq. �25�. Thus

we see from Fig. 5 that there are two characteristic regimes
on the curvature fluctuation and chaos, i.e., the weakly cha-
otic regime corresponds to the small curvature fluctuation
regime ��̃��̃c� while the strongly chaotic regime to the large
fluctuation regime ��̃c��̃�. This feature is qualitatively the
same as one observed by other models such as the FPU-�
model �7,8�, the lattice �4 classical model �8,9�, and the rare

gas crystal model �10�. Therefore a crossover of 
̃ at �̃c is a

consequence of the behavior of k̃0 and �̃k, and so the degree

of chaoticity is controlled by the ratio �̃k / k̃0.
Third, we comment on the origin of chaos in the YM

system. In the RGA, this YM system is expressed by the
norm Eq. �4� in the form of the Hill equation. Since the
squared frequency k�t� of Eq. �5� is positive definite due to
Eq. �19�, the oscillatory behavior of k�t� might induce the
parametric instability for the solution �. When this instabil-
ity can be activated, the norm � is exponentially growing on
the average. Thus the onset of chaos is due to the parametric
instability of the system, which is the same as in the case of
the FPU-� model �7,8� and the lattice �4 classical model
�8,9�.

Finally, we would like to discuss why the chaotic property
of the YM system can be well described by the norm Eq. �3�
describing the evolution of the Jacobi field. As explained
thoroughly in Ref. �1�, this equation is derived from the Ja-
cobi equation �1� under several hypotheses and assumptions.
Among them, the main one is the hypothesis that the mani-
fold is quasi-isotropic. This hypothesis qualitatively implies
that the manifold can be locally regarded as a deformed
constant-curvature manifold. From this quasi-isotropy hy-
pothesis, the full Riemann curvature tensor R in Eq. �1� can
be replaced by an effective sectional curvature k�s�, i.e.,
Rijkl�k�s��gikgjl−gilgjk� and the Ricci tensor Rij can be writ-
ten in the form as Rij �k�s�gij. In other words, the Riemann
curvature tensor and the Ricci tensor in the high-dimensional
case are assumed to retain the same functional forms as in
the case of the isotropic manifold with constant curvature K,
i.e., Rijkl=K�gikgjl−gilgjk� and Rij =Kgij. It is expected that
this assumption holds when the fluctuations of the curvature
are finite and small. Since our result in Fig. 4 shows that the

FIG. 5. Ratio �̃k / k̃0 vs the energy density �̃ for N=128.
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fluctuations are rather small compared with the average of
the Ricci curvature k0, it seems to be consistent with this
assumption. The other requisite hypothesis in the RGA is that
the evolution of a generic geodesic is chaotic in the case of
Hamiltonian systems with large N degrees of freedom. Ow-
ing to this hypothesis, the effective sectional curvature k�s�
in Eq. �3� can be modeled by a stochastic process so that k�s�
becomes free of the dynamics, i.e., of the evolution of the
geodesic. Since the YM system is intrinsically chaotic as
shown in Fig. 2, this system sufficiently satisfies the hypoth-
esis on chaotic geodesics. From the fact that the present
model satisfies the major hypotheses and assumptions in the
RGA, we think that an important information on chaos in the
gauge field can be obtained by analytically computing the
largest LE as a function of �. Here, we would like to empha-
size that the LE of Fig. 2 is a theoretical and approximate
estimate obtained from the analytic solution of the ordinary
differential equation such as Eq. �4�, and is not a true nu-
merical estimate of the LE directly obtained from the nu-
merical methods �6�. As long as the systems under study
satisfy the hypotheses of the RGA, the analytic formula �10�
of the LE will be effective and useful for the Hamiltonian
systems with large N degrees of freedom.

The present work based on the RGA reveals the crossover
structure of the LE in the Wu-Yang magnetic-monopole so-
lution of the SU�2� YM field equation. The chaotic properties

of the magnetic monopoles have been also studied in the
lattice gauge systems, e.g., the LE structure of monopoles in
the confinement phase and the Coulomb one �21�, and the
possible relation between the LE and the monopole density
�22�. It will be important to address how the crossover of the
LE relates to these findings in the lattice gauge systems. For
the ’t Hooft–Polyakov magnetic-monopole solution of the
SU�2� Yang-Mills-Higgs field theory �23� and the vortex so-
lution of the Abelian gauge-Higgs theories �24�, which are
more realistic than the pure YM field theories, it has been
shown from the conventional approach that the order-to-
chaos transition exists in the ’t Hooft–Polyakov monopole
solution �25,26�, in the sphaleron solution �27�, and in the
vortex solution �28�. Since it is interesting to clarify the pos-
sible relation among the order-to-chaos transition, the cross-
over phenomenon, and the phase transition, it will be a very
important issue to apply this RGA to the SU�2� Yang-Mills-
Higgs field theories and the Abelian gauge-Higgs field theo-
ries.
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