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Emission- and fluorescence-spectroscopic investigation of a glow discharge plasma:
Absolute number density of radiative and nonradiative atoms in the negative glow
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The excited-state atom densities in the negative glow of a direct-current glow discharge are derived from the
spectral-line intensity of radiative atoms and the resonance-fluorescence photon flux of nonradiative atoms.
The discharge is operated in a helium-argon gas mixture (molar fraction ratio 91:9; total gas pressure 5 Torr)
at a dc current of 0.7-1.2 mA. The observations are made in the region of the maximum luminance in the
cathode region, where high-energy electrons accelerated in the cathode fall are injected into the negative glow.
The emission intensities of the He 1, He 11, Ar 1, and Ar 11 spectral lines are measured with a calibrated tungsten
ribbon lamp as an absolute spectral-radiance standard. Fluorescence photons scattered by helium and argon
atoms in the metastable state and argon atoms in the resonance state are detected by the laser-induced fluo-
rescence (LIF) method with the Rayleigh scattering of nitrogen molecules as an absolute standard of scattering
cross section. The laser absorption method is incorporated to confirm the result of the LIF measurement.
Excitation energies of the measured spectral lines range from 11.6 (Ar1) to 75.6 eV (He 11), where the excita-
tion energy is measured from the ground state of the neutral atom on the assumption that, in the plasma of this
study, both the neutral and the ionic lines are excited by electron impact in a single-step process from the
ground state of the corresponding neutral atoms. Experimental evidence is shown for the validity of this

assumption.
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I. INTRODUCTION

A direct-current glow discharge is characterized by the
presence of a strong electric field localized in the cathode
fall, which leads to a highly nonequilibrium electron energy
distribution function (EEDF) in the regions of cathode fall
and negative glow. The EEDF is one of the fundamental
quantities that governs the physical processes in the dis-
charge. Recent progress achieved in simulations of electron
kinetics and modeling of gas discharges has revealed the
nature of various types of plasmas [1-7]. Advanced simula-
tion techniques can lead to improved agreement between the-
oretical predictions and experimental observations for the
EEDF in the cathode region.

The nonequilibrium EEDF in low-current, direct-current
discharges has been the subject of extensive study. Vrhovac
et al. investigated the discharge in argon and nitrogen using a
retarding potential energy analyzer [8,9]. For the discharge in
nitrogen under the condition of relatively high E/N (the ratio
of the electric field to the gas number density), they obtained
good agreement between the measured EEDF and the Monte
Carlo simulation by an exact treatment of the effects that
modify the EEDF in the process of electron sampling [9].
Hannemann et al. [10] analyzed the behavior of electrons in
the cathode region of a H,-Ar-N, discharges by solving the
space-dependent Boltzmann equation. They compared the re-
sult of model calculations with the experimental result of
Langmuir-probe measurements performed in the negative
glow and the Faraday dark space. Lawler et al. determined
the density and temperature of cold (low-energy) electrons in
the negative glow of a helium discharge by laser-induced
fluorescence (LIF) and absorption spectroscopy [11,12]. The
EEDF of hot electrons was obtained by the Monte Carlo
simulation technique. Results from the experiments and
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simulations were combined to study the power balance of the
low-energy electrons. They measured the spatial distribution
of the absolute density of metastable atoms using LIF and
absorption spectroscopy. Arslanbekov and Kudryavtsev ana-
lyzed the energy balance of the bulk electrons in the negative
glow of a helium discharge by using a model that enabled the
electron temperature to be predicted [13]. They computed the
EEDF for slow electrons from a kinetic equation. Bogaerts et
al. measured the three-dimensional density profile of meta-
stable atoms in an argon glow discharge and compared the
result with a mathematical model [14]. Using an extensive
collisional and raditative model of the argon glow discharge,
Bogaerts et al. obtained the spatially resolved absolute den-
sity distribution of radiative and nonradiative atoms for a
number of excited states [15-17]. Baguer et al. calculated the
argon metastable population in a hollow cathode discharge
and compared it with a laser absorption measurement [18].
For continued progress in plasma modeling and better in-
sight into physical processes, the fidelity of mathematical
modeling needs to be confirmed by experiment. Electric
probes and retarding potential analyzers give information
about the EEDF by directly sampling plasma electrons, but
these methods are intrusive to plasmas. While optical diag-
nosis does not disturb plasmas, the spectral-line intensity of
the bound-bound transition is not directly connected to the
EEDEF, but is given by an integral over the EEDF multiplied
by an excitation function [19-21]. The excitation function is
not simply connected to a cross section but is obtained
through collisional and radiative balancing between the ex-
cited states [22]. Therefore, the accuracy of the EEDF ob-
tained from spectroscopic diagnosis depends both on the re-
liability of the plasma model and on the accuracy of the
atomic cross sections. It is recognized that experimental veri-
fication of mathematical simulations by spectroscopic diag-

©2008 The American Physical Society


http://dx.doi.org/10.1103/PhysRevE.77.016405

TAKUBO et al.

nosis requires starting with accumulation of reliable and
comprehensive data for as many atomic transitions as pos-
sible. For quantitative discussions both the theoretical and
the experimental quantities need to be placed on an absolute
scale.

The principal purpose of the present study is to provide
spectroscopic data obtained from absolute intensity measure-
ments, which enable direct comparison of the experimental
results with theoretical simulations. In this work we measure
emission, absorption, and fluorescence signals of a direct-
current glow discharge at the point of maximum luminance
in the cathode region, where high-energy electrons acceler-
ated in the cathode fall are injected into the negative glow.
The discharge is operated in a mixture of helium and argon.
The rate coefficients for argon measured by Takubo et al. in
previous work [23] are used to analyze the relaxation process
in the excited levels.

II. THEORETICAL BACKGROUND

For an optically thin plasma the density of excited atoms
is related to the emission intensity of a spectral line by the
following expression:

h
€= V21A21N2, (1)
4

where the emission intensity € is defined as the radiant power
of the spectral line emitted from a unit volume of the plasma
into a unit solid angle. The quantities #v,; and A, are, re-
spectively, the photon energy and the spontaneous emission
coefficient for the radiative transition from the excited state 2
to the lower state 1, and N, is the density of radiative atoms
in the excited state 2. The above expression is based on the
assumption that the plasma emission is isotropic and unpo-
larized. (See Sec. IV B for the validity of this assumption.)
The radiance of the plasma is given by the emission intensity
integrated along the optical path. The radiant flux received
by a detector, /, is given by

I=eDAV,AQ, (2)

where AV, is the volume of the plasma observed with an
optical system subtending a solid angle A() with the plasma,
and @ is the transmission coefficient of the optical system.
For an inhomogeneous plasma, the spatially resolved emis-
sion intensity can be obtained from the observed spatial dis-
tribution of the radiance by the Abel inversion, provided that
the plasma is optically thin and axially symmetric.
Nonradiative atoms are detected by the resonant LIF
method. In this method the atomic density is related to the
flux of photons scattered by the atoms. Assume that an atom
in an initial state 1 scatters a photon of the laser radiation
field, which has an optical frequency in resonance with the
transition between the initial state 1 and the intermediate
state 2 of the scattering atom. After scattering the atom is left
in a final state 3 by emitting a fluorescence photon of energy
hv,; corresponding to the energy difference between the
states 2 and 3. The density of atoms in the initial state, Ny, is
related to the number of fluorescence photons, Fy, received
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by the detector for each pulse of the excitation laser by the
following expression:

F
F,=C—<N,®AV,AQ, 3
=t M f; (3)

where C is a coefficient given in terms of the differential
cross section for resonance scattering, F, is the number of
photons per each pulse of the excitation laser, and a and &
are the cross section and the spectral bandwidth of the laser
beam, respectively. The broadband and steady-state excita-
tion conditions are assumed to be satisfied for the spectral
bandwidth and the duration of the laser pulse. The volume of
the plasma excited by the laser and monitored by the optical
system is represented by AV}. The transmission coefficient ®
and the solid angle A() are the same for both the emission
and the fluorescence experiments.

The theoretical expression for the differential cross sec-
tion is found in the literature [24-26]. It is given in terms of
the quantities €,-D, and €, D/, where the unit vectors €, and
€, specify the polarization state of the excitation and fluores-
cence photons, respectively. The dipole matrix element D,
for the excitation transition between the initial state 1 and the
intermediate state 2 and the matrix element D for the fluo-
rescence transition between the intermediate state 2 and the
final state 3 can be derived from the experimental atomic
transition probabilities. The scattering cross section is also
dependent on the relaxation coefficient for the intermediate
state, I',, which is given in terms of the radiative and
quenching transition rates for the intermediate state, and in
terms of the rate of dephasing collisions for this state causing
fluorescence depolarization.

In accordance with the experimental setup, we assume
that the fluorescence photons are detected in a direction per-
pendicular to the incident plane of the laser beam, and that
the laser light is linearly polarized in the incident plane. In
view of the possibility of fluorescence depolarization due to
dephasing collisions, we measure the polarization compo-
nents in directions parallel and perpendicular to the incident-
light polarization [27,28]. Actually, deviation of the mea-
sured polarization ratio from the theoretical value predicted
in the absence of depolarizing collisions could not be de-
tected within the experimental accuracy. For the excitation
and fluorescence transitions measured in this study, the ratio
of the parallel to vertical components in the absence of de-
plarization is 1:0 for the He 1 2s 'S—3p 'P°—2s 'S transi-
tion, 6:7 for the Ar1 lss— 2p,— ls, transition, and 1:1 for
the Ar1 1s,—3ps— ls, transition. The Paschen notation is
used for the neutral argon atom throughout this paper.

III. EXPERIMENTAL METHOD
A. Emission measurement

The experimental apparatus was essentially the same as
that used in our previous studies [23,29,30]. The discharge
plasma was generated between a pair of electrodes. The top
electrode (anode) was a disk of 50 mm in diameter. The
water-cooled bottom electrode (cathode) was a disk of 10
mm in diameter. It was separated from the anode by a dis-
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FIG. 1. Experimental setup. A, anode; C, cathode.

tance of 10 mm. Positive high voltage was applied to the
anode and the cathode was grounded. A helium-argon gas
mixture with a molar fraction ratio of 91:9 flowed into the
discharge chamber through 37 apertures of 1 mm diameter
bored in the top electrode. The total flow rate of the gas
mixture was 400 cm®/min and the total gas pressure in the
discharge chamber was 5 Torr. The gas-feeding apertures
were uniformly distributed over the surface of the anode
disk. The calculated velocity of gas flow ejected from each
of the gas-feeding apertures was about 1/10 of the thermal
velocity of argon atoms. Since the region of the discharge
where spectroscopic observations are made is 7.5 mm apart
from the gas-feeding aperture (see below), the directional
velocity of the gas flow is considered to be slower in this
region. Experiments were made over a range of the discharge
current from 0.7 to 1.2 mA dc. In this current region the
cathode to anode voltage and the power input into the dis-
charge was 200 V, 140 mW at 0.7 mA, 220V, 220 mW at 1.0
mA, and 225 V, 270 mW at 1.2 mA. The average value of
E/N in the cathode fall estimated from the cathode to anode
potential, the cathode fall length, and the gas density, was
approximately 1.6 kTd [1 Townsend (Td)=10""" V cm?].
The discharge had a region of bright glow between the anode
and the cathode. The radiance of the plasma reached its
maximum at a height 2.5 mm above the cathode surface, as
shown in Sec. IV B. At this height we scanned the plasma in
the horizontal direction to measure the radial distribution of
the radiance. The true radial distribution of the emission in-
tensity was derived from the measured radiance distribution
by the Abel inversion.

The optical system is shown in Fig. 1. A fused silica lens
of 200 mm focal length was used to form a 1:1 image of
either the plasma or the tungsten ribbon lamp on the entrance
slit §; of a grating monochromator. Three lenses of different
curvature were prepared for use in different wavelength re-
gions to minimize chromatic aberration. A tungsten ribbon
lamp (Eppley Laboratory, Model EP) served as an absolute
standard for the spectral radiance. The focal length of the
monochromator was 1 m, and the width of both the entrance
slit §; and the exit slit was 0.25 mm. The spectral resolution
of the monochromator was 0.2 nm. A slit of 1 mm height (S,)
was placed in front of the slit S;. A reflecting mirror put on
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the optical path was translated in the horizontal direction to
measure the radial distribution of the plasma radiance. In the
emission measurement the spatial resolution was determined
by the width of the slit S; and the height of the slit S,. The
reflecting mirror was removed when the radiance standard
lamp was measured. Optical output from the monochromator
was detected with a photomultiplier tube followed by an
electrometer or a photon counter. The transmission coeffi-
cient of the optical system including the monochromator was
calibrated for the two independent directions of light polar-
ization by placing a plastic polarizer between the lens and
the monochromator. One of the sources of uncertainty in-
volved in the measurement of the spectral-line radiance was
imperfect reproducibility of the measured spectral-line inten-
sity in successive experiments. In our experiment the radi-
ance of the plasma and the standard lamp was reproducible
within the error of 10% when the same measurement was
repeated after rearrangement of all the components of the
optical system.

B. LIF measurement

In the LIF experiment we used a nitrogen-laser-pumped
dye laser as the excitation source. The laser was pulse oper-
ated at 10 Hz with a pulse duration of 3 ns. The spectral
linewidth of the laser was 20-25 GHz [full width at half
maximum (FWHM)], which was sufficiently larger than the
width of the observed atomic spectral lines to satisfy the
broadband excitation condition. The intensity of the excita-
tion laser was kept low enough to avoid optical saturation.
Referring to Fig. 1, the excitation laser beam with a cross
section of 1X 1 mm?, linearly polarized along the z axis,
was passed through the discharge plasma along the x axis.
Fluorescence photons scattered by the plasma were detected
in a direction along the y axis. The same optical system was
used both for the emission and for the fluorescence experi-
ments. The output of the photomultiplier was connected to a
photon-counting system, which was gated in synchronization
with the laser pulse to suppress spontaneous emission noise
of the plasma.

By scanning the laser frequency in the region of the reso-
nant excitation transition, we counted the fluorescence pho-
tons as a function of the laser frequency (excitation-scan
spectrum). The fluorescence signal was superimposed by two
sources of background noise. One of the noise sources was
spontaneous emission radiated by the atoms in the interme-
diate state 2. Another source of noise was stray light due to
the laser beam scattered by the optical instrument. The con-
tribution of the spontaneous emission was compensated for
by operating the discharge while interrupting the excitation
laser. The contribution of stray light was compensated for by
operating the laser while interrupting the discharge. The fluo-
rescence and the noise signals were measured at a fixed laser
frequency by accumulating the photon signals during the
repetition of the excitation laser pulse. The LIF measurement
was made on the central axis of the plasma at a height of 2.5
mm above the cathode, i.e., at the same point as the emission
measurement. Polarization of fluorescence light was ana-
lyzed with the same polarizer as that used in the emission
measurement.
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Spatial resolution of the LIF measurement was dependent
on the cross section of the laser beam and the width of the
monochromator slit S; on which the image of the plasma was
focused. Typical values in our experiment were as follows:
laser beam cross section, 1X1 mm? slit width, Ax
=0.25 mm. A tilted glass plate was used to displace the laser
beam in the interelectrode region as shown in Fig. 1. Non-
radiative species detected by the LIF spectroscopy have a
longer lifetime than radiative species. Due to the gas flow in
the discharge region, the nonradiative atoms are forced to
move a finite distance before these atoms are detected or
quenched. Among the nonradiative species measured in this
work, the Ar lss metastable atom quenched by low-energy
electrons has a quenching rate of K=(5.9+0.8) X 10* s' ata
discharge current of 0.7 mA [23]. From the quenching rate
and the gas-flow velocity we estimate that, besides the spa-
tial resolution mentioned above, the LIF detection has a
maximum positional uncertainty of 0.6 mm if the directional
velocity of gas flow ejected from the gas-feeding aperture is
assumed to continue in the interelectrode region. Other at-
oms of nonradiative species measured in this work have a
shorter lifetime than the Ar 1s5 atom (see Sec. V C).

For the calibration of the absolute sensitivity of the fluo-
rescence detection system, we introduced nitrogen gas into
the discharge chamber to measure Rayleigh scattering of ni-
trogen molecules. The procedure of calibration has been de-
scribed previously [29]. We refer to Ref. [31] for the scatter-
ing cross section of the nitrogen molecule. In the
fluorescence measurement, fluctuations of the laser pulse en-
ergy were within 25%. Another source of errors in the LIF
measurement were statistical fluctuations of fluorescence
photons.

IV. DENSITY OF EXCITED ATOMS
A. Gas temperature

To determine the temperature of gas atoms in the dis-
charge plasma we measured Doppler broadening of the He 1
emission line at 501.6nm with a Fabry-Pérot interferometer
(Burleigh Instruments, R-100). The measured profile of the
He I line had a total width of 4.8 GHz with an instrumental
width of 1.0 GHz (FWHM). Under the experimental condi-
tion of the present work, the observed line is estimated to
have a pressure broadening of 0.2 GHz [12]. By the decon-
volution of instrumental and pressure widths, we obtained
the true Doppler width equivalent to the gas temperature of
360 K. Broadening associated with molecular dissociation
[32] was not taken into consideration because no band spec-
tra of the He, molecule were observed in the region of 410-
480 nm. Stark broadening due to electron impact and the
quasistatic ion field was estimated to be two orders of mag-
nitude smaller than the measured linewidth [33-35]. Broad-
ening associated with radiative and nonradiative decay was
also smaller than the measured width by two orders of mag-
nitude.

B. Emission intensity and the density of radiative atoms

Figure 2 shows the spatial distribution of the spectral-line
radiance measured by scanning the plasma in the vertical
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FIG. 2. Axial distribution of emission-line intensity.

direction along the central axis of the plasma. The slit S,
shown in Fig. 1 was displaced in the vertical direction to
scan the plasma. The discharge current was 1 mA. In this
figure the horizontal axis is the height from the cathode sur-
face. All the lines attain the maximum of radiance at 2.5 mm
above the cathode surface. The radiance falls both in the
cathode fall region and in the Faraday dark space. The spatial
dependence of the spectral-line intensity in the close vicinity
of the cathode surface, which has been investigated by pre-
vious workers [15,36], could not be measured in our study
because of insufficient spatial resolution limited by the 1 mm
height of the slit S,.

Figure 3 shows the horizontal distribution of the spectral-
line radiance measured at the height of 2.5 mm above the
cathode. In this figure the horizontal axis is the distance from
the central axis along the x axis (Fig. 1). The normalized
spatial distribution of the radiance had the same profile for
all the spectral lines within the experimental accuracy de-
spite the difference in the excitation energy of these lines
(13.3-75.6 V). The normalized spatial distribution did not
change in the region of the discharge current between 0.7
and 1.2 mA. Uncertainty involved in the measured spectral-
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FIG. 3. Horizontal distribution of emission-line intensity.
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TABLE 1. Emission intensity and excited-state density of radiative species. I, is the discharge current.

1; (mA)
0.7 1.0 1.2 0.7 1.0 1.2
Wavelength  Excited level  Energy Emission intensity Number density
Species (nm) (eV) (W/str cm?) (ecm™)
He nn 468.6 4f 2F° etc. 75.6 4.1x107° 6.4x107° 1.0x1078 8.4 102 1.3x10°  2.1x103
Arn 385.1 4p 85, 35.7 23%1078 2.9%1078 3.5%1078 1.2x10* 1.5x10*  1.8x10*
Arn 442.6 4p ‘D2, 353 4.4x1078 6.3%x1078 7.5%1078 1L.5x10*  2.1x10*  2.5x10*
Arn 457.9 4p 289, 35.7 52%1078 6.7x1078 8.5x107% 1.8x10*  24x10*  3.0x10*
Arn 465.8 4p 2P9, 35.6 6.3%1078 8.4x 1078 L.ox107  23x10*  3.1x10*  3.7x10*
Ar 1l 476.5 4p *P3, 35.6 1.1x1077 1.5%1077 1.9%x107  56x10*  7.7x10*  1.0X10°
Arn 480.6 4p ‘P2, 34.9 4.4x1078 5.7x1078 6.9x1078 L7x10*  22x10*  27x10*
Arn 488.0 4p *DY), 35.4 54x1078 7.6% 1078 9.6x10°%  2.1x10*  3.0x10* 38x10*
Arn 496.5 4p D3, 35.5 2.5%1078 3.5%x1078 43x107%  22x10*  3.1x10*  3.9x10%
Het 294.5 5p3p° 24.0 5.4x1078 7.1x1078 7.9% 1078 3.4X%10° 45x10° 5.0x10°
He1 318.8 4p 3p° 23.7 45X 1077 5.9%x1077 6.4x1077 1.8 X 10° 24X10°  2.6X10°
He1 361.4 5p Py 24.0 3.2x1078 4.2x1078 47x10%  19x10°  2.6X10° 29X10°
He1 388.9 3p3p° 23.0 1.2Xx 1076 1.5X107° 1.7X 1070 3.1x10° 3.9X10°  4.4x10°
He 1 396.5 4p 'PY 23.7 1.1x1077 1.3x1077 L6X1077  37x105  47X10°  54X10°
He1 447.1 4d 3D 23.7 7.7%1077 9.7% 1077 1.2%107° 8.7X 10° 1.1x10°  1.3x10°
He1l 4713 4s 38, 23.6 1.7x1077 2.1x1077 2.5x1077 47%10° 6.0X10°  6.9%x10°
He1 4922 4d 'D, 23.7 2.5%1077 3.3x1077 4.1%x1077 3.8%10° 51105 63x10°
He1 501.6 3p 'Y 23.1 1.6X107° 1.8 1070 2.3%107° 3.7X10° 44x10°  5.4x10°
He1 504.8 4s's, 23.7 1.1x 1077 1.3x 1077 1.6X 1077 5.5%X10° 6.5X10°  75x10°
He1 587.6 3d°D 23.1 2.1%X107° 2.4x107° 3.0x 1070 1.1X10° 1.3x10°  1.6x10°
He1 667.8 3d 'D, 23.1 3.1%x107° 42x107° 5.4%107° 2.1 10° 2.8X10%  3.5x10°
He1 706.5 3s 38, 22.7 1.7x107° 2.2%107° 2.5%107° 2.7%10° 3.5X10°  4.0x10°
He1 728.1 3s 'S, 22.9 1.3x107° 1.8 107° 22X 107° 3.4X10° 46x10°  5.5x10°
Ar1 420.1 3pg 14.5 1.3x 1077 1.6 1077 1.8 1077 3.5%X10° 43x10°  4.8x10°
Ar1 4259 3p: 14.7 2.1x 1077 2.6x1077 3.0x 1077 1.5X 10° 1.8X10°  2.0x10°
Ar 433.4 3ps 14.7 1.3x 1077 1.5x 1077 1.8 1077 6.2X10° 7.4x10°  8.5x10°
Ar 4335 3p, 14.7 4.8x1078 5.7x1078 6.5%x 1078 3.4X10° 41x10°  4.6x10°
Ar1 451.1 3ps 14.6 4.8x1078 5.8x 1078 62X 1078 1.1X10° 1.4X10°  1.5x10°
Arl 518.8 55 15.3 4.2x1078 5.4x1078 6.2x 1078 1.0x 10° 1.3x10%  1.5x10°
Ar1 675.3 4d, 14.7 2.1x 1077 2.6X 1077 3.2x1077 4.4x10° 55X10°  6.7x10°
Ar1 696.5 2p, 13.3 5.9x 1077 7.4x1077 8.8X 1077 4.1x10° 51X10°  6.1x10°
Ar1 714.7 2p4 13.3 6.6x1078 8.6X 1078 1.1x1077 4.8 10° 6.2X10°  7.6x10°
Ar1 737.2 4d, 14.8 2.9x1077 3.6x 1077 44x107  6.7x10°  85x10%  1.0Xx107
Ar1 738.4 2p3 13.3 1.1X107° 1.3X107° 1.6X 1070 6.0X 10° 7.3X10°  8.7x10°
Ar1 750.4 2p, 13.5 5.0X107° 6.8X107° 8.1X107° 5.3 10° 7.2x10°  8.7x10°
Ar1 751.5 2ps 13.3 2.3X107° 3.1x10°° 3.5%107° 2.8 10° 3.6X10°  42x10°

line radiance was 10-20 %. The source of errors were tem-
poral fluctuations of the spectral-line radiance and imperfect
reproducibility of the radiance in successive experiments.
Photon statistical fluctuations in the emission measurement
were small compared with intensity fluctuations.

Light emitted from the cathode region of a glow discharge
may be optically polarized because beamlike electrons accel-
erated in the cathode fall cause alignment of the excited
atoms [37]. However, the observed lines were almost de-
polarized; the polarization degree of the measured lines,

(I,=1,)/(I,+1,), was less than 4%, where I, and I are the
radiance of the spectral lines in the two independent polar-
ization directions. We also assume that the plasma is an iso-
tropic radiator, i.e., the emission intensity is the same in any
direction of observation.

We measured the emission intensity of the He II, ArTi,
He1, and ArT lines. Table I shows the emission intensity e
derived from the radiance distribution measured on the cen-
tral axis of the discharge plasma at a height of 2.5 mm above
the cathode. In Table I we also show the absolute number
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densities of radiative atoms obtained from the emission in-
tensity according to Eq. (1). The data of the A coefficients
were taken from Refs. [38,39].

Since we assume that all the lines are produced by an
electron impact in a single-step transition from the ground
state of the neutral atom, the excitation energies shown in
Table I are the values measured from the ground state of
the corresponding neutral atom. The single-step assumption
has been made under the swarm condition in the measure-
ment of the excitation coefficient of rare-gas ions [40]. The
validity of making this assumption in our study is discussed
in Sec. V B.

C. Density of nonradiative atoms

While the emission intensity is directly connected to the
density of radiative atoms, the LIF signal is interpreted
through the analysis of the relaxation process of the interme-
diate state. We therefore give an account of the excitation
and relaxation processes involved in the individual fluores-
cence transition together with the result of nonradiative-atom
density measurement.

1. He 25 'S metastable level

Helium atoms at the 25 'S metastable level were detected
by exciting the 2s 'S—3p P transition at 501.6 nm and ob-
serving fluorescence photons of the inverse transition,
3p 'P?—25 'S. The excited helium atoms are quenched by
collisions with ground-state argon atoms (Penning ioniza-
tion) and with ground-state helium atoms (associative ioniza-
tion and excitation transfer between the 3p 'P° and the
3d 'D levels). On the basis of the rate equation analysis, we
calculated the relaxation coefficient for the transition
3p 'P?—25 'S. In this calculation the rate coefficient of Pen-
ning ionization for the 3p 'P° level was taken from Ref.
[41]. The cross section for the transfer between the 3p 'P°
and 3d 'D levels and the rate coefficient for quenching by
He-He collisions were taken from Refs. [42,43]. Radiative
transition coefficients were taken from Ref. [38]. Radiative
transitions to the ground state of helium were assumed to
experience imprisonment of resonance radiation (see Sec.
V A).

Figure 4 shows an example of the LIF excitation-scan
spectrum, which was measured without the polarizer. On ac-
count of the low intensity of the LIF signal, we removed the
polarizer to avoid optical loss of the polarizer. The horizontal
axis of the figure is the optical frequency measured from the
center of the 2s 'S—3p 'P? transition. In this figure we show
the LIF signal superimposed on background noise of sponta-
neous emission. The vertical axis of the figure is the number
of photons accumulated for a repetition of laser pulses of n
=1000. The gate of the photon counting system was open for
a duration of 200 ns, which was sufficiently longer than the
fluorescence decay time. The polarization analysis of the LIF
signal indicated that the intensity of the signal component
parallel to the x axis was less than 1/10 of the component
parallel to the z axis. The number density of the 2s 'S meta-
stable level estimated from the LIF signal is listed in Table
II. The major source of error involved in the LIF measure-
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FIG. 4. LIF excitation-scan spectrum of the He 2s 'S level. Sig-
nals involve the LIF signal and the background spontaneous
emission.

ment was statistical fluctuations of photon counts. We esti-
mated the error by numerically fitting a trial function of
Gaussian profile to the laser-scan spectrum shown in Fig. 4.
The estimated error was about 40%, which was about the
same as that obtained with a Lorentzian profile as the trial
function.

2. Ar 1s5 metastable level

Argon atoms at the 155 metastable level were detected by
exciting the 1ss—2p, transition at 696.5 nm and observing
fluorescence photons of the 2p,—1s, transition at 727.3 nm.
Relaxation of the intermediate 2p, atoms through nonradia-
tive transitions was investigated by observing time evolution
of the fluorescence signal in the time-correlated single-
photon-counting mode, which was the same as that described
in Refs. [29,44] except for the excitation laser. The measured
time constant for the fluorescence decay from the 2p, level
was 24.3+3.5 ns, which agreed with the radiative lifetime of
this level [39] within the experimental accuracy. We con-
clude, therefore, that for this level the nonradiative transition
has negligible contribution to the relaxation process.

Figure 5 shows an excitation-scan spectrum of the Ar 1ss
metastable atom polarized along the z and x axes. The photon
signals shown in the figure involve LIF photons and back-
ground noise of spontaneous emission. These photons were
accumulated for a repetition of n=3000 pulses with a gate
duration of 100 ns. Background photons detected during this
repetition time were 4 counts for the polarization component
parallel to the z axis and 10 counts for the component paral-
lel to the x axis. Note that the detection sensitivity of the
optical system is 2.1 times more sensitive to the x component
than to the z component. The number density of the Ar lss
metastable level derived from the measured LIF signal is
listed in Table II. The error due to imperfect reproducibility
of the measurement was about 15% of the measured density,
which was larger than statistical fluctuations of the photon
count number.

The density of Ar 155 metastable atoms measured by the
LIF spectroscopy was confirmed by the absorption measure-
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TABLE II. Number density of nonradiative species. E, level energy; /,, discharge current.

Id (mA)
1.0 1.2

Species Level E (eV) Number density (cm™3)
Hel 25 'Sy 20.6 2.3% 108 2.8% 108 3.3% 108
Arl 1ss 11.6 2.9%10' 3.0x10' 3.0x 10"
Arl Isy 11.6 2.3x%10° 3.1x10° 43x%10°

ment with a GaAlAs diode laser (Sharp Co., LTOIOMD) as a
light source. Under the single-axial-mode operation this laser
had a structure composed of seven submodes with a mode
spacing of about 3 GHz and a submode bandwidth of 0.2
GHz (FWHM). The laser frequency was scanned around the
Iss—2py transition (811.5 nm) by the temperature tuning
method [45]. The laser beam of 1 mm diameter was passed
in a direction parallel to the x axis at 2.5 mm above the
cathode surface, and was displaced at intervals of 0.5 mm in
the direction of the y axis to measure the horizontal distribu-
tion of the absorbance. A typical example of the transmission
spectrum is shown in Fig. 6. The horizontal axis is the opti-
cal frequency of the central submode measured from the ab-
sorption line center. Seven absorption lines appearing in the
figure correspond to the submode structure of the laser. The
absorbance of the plasma was derived from the transmittance
by taking into account the measured intensity distribution of
the submodes. The measured spatial distribution of absor-
bance was converted into the radial distribution of the ab-
sorption coefficient by the Abel inversion. The density of the
Iss atoms was estimated from the measured absorption co-
efficient by taking the calculated Doppler broadening of the
argon line and the measured laser bandwidth into consider-
ation. The density obtained from the absorption measurement
was (3.5£0.5) X 10'® cm™ on the central axis at a discharge
current of 1 mA. This result is in agreement with the value
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FIG. 5. LIF excitation-scan spectra of the Ar 1ss level. Back-
ground emission photons are superimposed on the LIF signal. Dots,
polarization component parallel to the z axis; circles, component
parallel to the x axis. The optical system is 2.1 times more sensitive
to the x component than to the z component.

obtained by the LIF measurement within experimental accu-
racy.

3. Ar 1s4 resonance level

Radiative transitions from the Ar 1s,4 level to the ground
state experience imprisonment of resonance radiation. To de-
tect argon atoms at the resonance level, the 1s4—3ps transi-
tion at 419.8 nm was excited and fluorescence photons of the
3ps—1s, transition at 451.1 nm were detected. The interme-
diate level 3p5 couples with the 1s level as well as the 2s and
3d levels through radiative transitions. Since the data for the
A coefficients were available only for the 3p;— Ls; transitions,
we measured the lifetime of the 3ps level by the time-
correlated single-photon-counting method described previ-
ously. Figure 7 shows the time evolution of the fluorescence
signal and the instrumental response. The decay constant for
the 3ps level was derived from the measured fluorescence
signal by numerical deconvolution of the instrumental re-
sponse. The measured fluorescence lifetime was
34.2+3.5 ns. The density of the 1s, resonance level obtained
from the fluorescence signal is shown in Table II. Errors
involved in this measurement are estimated to be 20%.

Figure 8 shows the population density of the excited lev-
els as a function of the excitation energy. The circles are the
densities of the radiative species, and the dots are those of
the nonradiative species. The vertical axis is the normalized
density defined as the ratio of the atomic density at each

25 I I I I

Transmitted light intensity (arb. units)

l l l l !
030 = 0 3 10

Off-resonance frequency (GHz)

FIG. 6. Transmission spectrum of the Ar1 811.5 nm line. The
horizontal axis is the laser frequency of the central submode mea-
sured from the absorption line center.
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FIG. 7. Time evolution of LIF intensity (circles) and the instru-
mental response (dots). The solid line is fitted to the experimental
points by the convolution of the instrumental response and the ex-
ponential decay curve with a 34 ns decay constant (dashed line).

substate of the excited level to the density of neutral atoms at
the ground state of the corresponding atoms. The experimen-
tal points deviate from the Boltzmann distribution because
detailed balance does not hold for elementary processes in a
low-density, optically thin plasma.

D. Calibration of the emission signal by the LIF signal

Since on the LIF signal is superimposed the spontaneous-
emission photons radiated by the atoms in the intermediate
state, the emission signal can be calibrated using the LIF
signal as the absolute radiation standard. Although both sig-
nals are received by the same optical system, corrections
should be made for the differences in the volume of the
plasma that is observed and in the duration of the signal in
which the photons are generated or received. The fluores-
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FIG. 8. Population density of the excited state as a function of
excitation energy. Circles, radiative species; dots, nonradiative spe-
cies. The vertical axis is the normalized density defined as the ratio
of the atomic density at each substate of the excited level relative to
the density of neutral atoms at the ground state of respective atoms.
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cence photons are generated from a region of the plasma that
is spatially limited by the cross section of the laser beam and
the width of the slit S;. In the time domain the LIF signal is
limited by the duration of the excitation laser pulse. On the
other hand, the emission signal is the spectral-line intensity
spatially integrated along the optical path in the direction of
the y axis. In the time domain the emission signal is limited
by the gate duration of the photon-counting system. These
differences are corrected for by taking the experimental pa-
rameters into account.

We inserted the measured value of the He 2s'S
metastable-level density into Eq. (3) to calculate the absolute
intensity of the fluorescence signal. The absolute value of the
exciting laser flux, F,, was estimated from the energy of the
excitation laser pulse measured with a power meter (Scien-
tech, AC2501+AA30), together with the measured cross
section of the laser beam, the pulse duration, and the laser
frequency bandwidth. When the fluorescence signal evalu-
ated by this method is used to calibrate the spontaneous
emission signal, we obtained the density of the intermediate
level, He 1 3p 'P°, as (8+4) X 10° cm™ at a discharge cur-
rent of 1 mA, which is in agreement with the value 4.4
X 10° ¢cm™ shown in Table I.

The same method was used to derive the density of the
Ar12p, level, the intermediate state for the measurement of
fluorescence photons scattered by the Ar lss metastable
level. The result was (9+3) X 10° cm™ at 1.2 mA, which
was also in agreement with the value 6.1 X 10° cm™ shown
in Table I.

V. DISCUSSION
A. Optical depth

Let us verify the assumption that the plasma is optically
thin for the measured emission lines. Among the spectral
lines shown in Table I, transitions terminating at a nonradi-
ative state should have the largest optical depth because of
the high density populating the lower state. From the mea-
sured number densities shown in Table II and using the f
values for these lines [38,39], we find that the Ar1696.5 nm
line (2p,—1ss) has the largest optical depth. Assuming a
Doppler profile for the spectral line and putting the optical-
path length equal to the plasma diameter, we find that the
optical depth of this line at the line center is 0.02, which is
consistent with the assumption that the plasma is optically
thin. Several lines of Ar1 terminating at the nonradiative
states, which have not been included in Table I, have a larger
optical depth; for example, the 763.5 nm line (2ps— Ls5) has
an optical depth of 0.2.

Among the excited levels listed in Table I, the He1
n'P (n=3-5) levels are optically coupled to the ground
state. Therefore, there is a possibility that resonance transi-
tions from these levels experience radiation imprisonment.
The radiative decay rate for the resonance level is expressed
by y'=Ag, where A is the Einstein A coefficient and g is the
escape factor. The escape factor is given by the combined
form of g, and g., where g, and g, are the escape factors for
Doppler and collision broadening, respectively [see Eq. (2.9)
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in Ref. [46]. Using the expressions for these factors given in
Ref. [47] we obtain g.=4.9 X 10~* and g,=6.3 X 10> for the
3p 'P? level. This calculation is based on the measured pro-
file of the helium emission lines and on an approximation of
an infinite slab of 10 mm thickness for the geometry of the
plasma. Since g, is much larger than g,, we can assume that
g=g.. Thus we obtain that y'=2.8X10° s~!. This result
validates the assumption of radiation imprisonment for the
resonance transition.

B. Evidence for single-step excitation

In the following description we present some of the evi-
dence indicating that the spectral lines observed in our dis-
charge are formed by electron impact in a single-step exci-
tation from the ground state. Cascade processes terminating
in the upper state via higher excited states are included in the
single-step process.

1. Optical pumping experiment

If a cumulative excitation process exists, the dominant
contribution will be made by the Ar lss metastable level,
since it has the highest density among the measured excited
levels. In a recent work [23], Takubo et al. investigated ex-
citation and deexcitation processes of the Ar 1s; and 2p; lev-
els under the same discharge conditions as the present work.
By laser pumping of the 155 metastable level to the 2pq level,
the density of the 1s5 level was depleted to less than 1/10 of
the unpumped value. Observations of emission and LIF sig-
nals and the rate equation analysis indicated that pump en-
ergy absorbed by the 1s5—2pq transition was transferred to
the 2p; (i#9) levels, which relaxed finally to the ground
state through subsequent transitions via the ls level. If cu-
mulative transition from the 155 metastable level had signifi-
cant contribution to the population of the 2p; levels, the den-
sity of these levels would have been influenced by pumping
up the lower level 1s5. The experimental result was that, with
increasing density of the 2pq level, the 2p, density increased
reaching to the maximum increment of 5% when the lower
level 1s5 was depleted to less than 1/10. The increment of the
2p, and 2p; populations was less than 1%. The population
increase of the 2p; level is the result of competing processes
between population transfer from 2pg and suppression of the
cumulative transition from 1ss. It is improbable that, for each
of the 2p; levels, the increment by population transfer has
been balanced by the suppression of cumulative excitation. A
reasonable conclusion is that cumulative transition to 2p; via
lss is not a dominant process in the excitation to the 2p;
levels.

2. Estimation of the two-step excitation rate

Evaluation of the rate of two-step excitation from the
metastable level to higher neutral levels or from the ion
ground state to ionic levels needs knowledge of the EEDF in
the plasma, which has been outside the scope of the present
experiment. Instead, we refer to the EEDF shown in Fig. 8 of
Ref. [11], which was calculated by Lawler et al. for a glow
discharge in pure helium. Although admixture of argon into
helium can affect the plasma properties considerably in our
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discharge, the electrode configuration, the gas pressure, the
cathode to anode voltage, and the current density of Ref. [11]
are similar, though not identical, to those of our discharge.
We test the validity of making reference to this EEDF by
comparing the emission intensity calculated according to this
EEDF, €., with the intensity measured in our experiment,
Eexpt- The excitation cross sections needed to calculate €, are
obtained from Refs. [48] (He 1), [49] (Ar 1), [50,51] (He 1),
and [52] (Ar1). The cross sections other than those for the
He 1 lines are the apparent excitation cross sections which
include the contribution of the cascade transitions. For He I
lines the effect of cascade has been estimated from the mea-
sured population densities of the higher excited levels shown
in Table I. Recombination of ions by radiative and collisional
processes has rate coefficients that are several orders of mag-
nitude smaller than the spontaneous emission coefficients of
the measured transitions [53-56]. Quenching of the He I ex-
cited level has been discussed in Sec. IV C. The upper levels
of the Ar 1 lines, 2p; and 2p;, have radiative transition coef-
ficients in the same order of magnitude as the 2p, level, for
which we have shown that radiative transition dominates in
the decay process (Sec. IV C). We use the experimental in-
tensity €., measured at the discharge current of 0.7 mA,
which is close to the current for which the calculated EEDF
has been given in Ref. [11].

On the assumption of single-step excitation we
obtain  the calculated ratio R =€/ €y  Shown
below: R;(Hem 468.6 nm)=7.3, R;(Arnm 488.0 nm)
=8.0, R;(Arm 442.6 nm)=5.5, R;(He1 388.9 nm)=3.5,
R,(He1 501.6 nm)=3.7, R,(Ar1 738.4 nm)=7.3, and
R;(Ar1 750.4 nm)=5.8. In the energy region below the Ar 1
excitation threshold, we have no measured spectral lines
available for the validity test. Nevertheless, we use the EEDF
shown in Ref. [11] to make an approximate estimation of the
two-step excitation rate by allowing for the possibility that
application of this EEDF to the plasma of our study may
overestimate the two-step excitation rate by a multiplication
factor of the order of R;.

The two-step excitation rate of He Il and Ar 11 levels via
the ground state of respective ions is calculated by using the
cross section given in Ref. [57]. Assuming charge neutrality
in the negative glow, we put the density of both helium and
argon ions equal to the electron density given in Ref. [11]
ignoring the possibility of overestimation. For the two-step
excitation from the He metastable 2s 'S level to the higher
excited levels, we use the cross section given in Ref. [58].
Regarding the quenching rate of the excited level we follow
the discussion given in Sec. IV C. For the two-step excitation
from the Ar metastable level 1ss to the 2p; level, we adopt
the apparent cross section given in Ref. [59] in the energy
region 2=FE=12 eV and use the analytical expression
based on the Bethe-Born approximation in the higher-energy
region. The density of the metastable level has been given
in Table II. From each group of the Ar1, Hel, and ArI
lines shown in Table I, we select those lines which
have a large ratio of the two-step cross section relative to
the single-step cross section. We exclude, however, the
He 1 lines from the 5p levels and the ArT lines other than
those from the 2p; levels, because the two-step cross section
for these transitions are not available. The calculated ratio
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Ry=€.y/ €y for  two-step  excitation is  shown:
R,(He 11 468.6 nm)=1.0X 1072, Ry(Aru 496.5 nm)
=22X1072, R,(He1 667.8 nm)=7.3 X107, and
Ry(Ar1 738.4 nm)=2.0 X 1073. The calculated intensity for
two-step excitation is more than two orders of magnitude
smaller than the experimental intensity.

The Ar1 811.5 nm line, which has not been included in
Table I, has a larger cross section for the excitation from the
metastable level than from the ground state [22]. For this line
we have a calculated two-step excitation rate that is 1072
times smaller than the calculated rate of the single-step pro-
cess. The He 12p 'P level has a large cross section for exci-
tation from the 2s 'S metastable level [58]. For this level the
estimated two-step excitation rate via the metastable level is
1073 times smaller than the rate of single-step excitation
from the ground state. Since the density of the Ar1 1s,(i=2
—4) level is less than 1/10 of the 1ss density (Table II and
Ref. [23]), the contribution of these levels to the two-step
excitation process should be small compared with that of the
1s5 level. It has been shown that in pure helium the two-step
excitation from the He I 2s S metastable level is important
because of the high density (~10'2 cm™) of the 2s >S meta-
stable atom [11]. The density of the metastable atoms in our
plasma is discussed in the following section.

C. Metastable-atom density

The density of the He I 25 'S metastable atom measured
in our experiment is by a factor of 1072 lower than the value
reported in Refs. [11,12] in the negative glow. The depletion
of the He 1 25 'S metastable density in our plasma is caused
by quenching of the metastable level by argon atoms. The
rate coefficient for Penning ionization of the helium atom by
collisions with argon atoms, obtained from Ref. [41], is 3.5
% 10% s~! under the experimental conditions of our study.
On the other hand, spin conversion of the He I 2s 1S meta-
stable atom induced by electron collisions, the dominant pro-
cess of quenching for this level in pure helium, is typically
7% 10* s7! [12]. Penning ionization is, therefore, respon-
sible for the lower density of the He1 2s 'S level in our
plasma than in the pure helium plasma. The density of the
He 1 25 S metastable atom, which has not been measured in
our study, should also be reduced in our plasma. In fact, the
cross section for excitation to the 2s S level [50] and the
cross section for Penning ionization [60] give an estimated
density of the 2s >S level that is of the same order of mag-
nitude as the 2s 'S density in our plasma. The reduction of
the metastable-atom density in our discharge results in cor-
responding decrease in the rate of two-step excitation via the
metastable level.

The density of the ArT 1s5 metastable level measured in
our study is on the order of 10'% cm™3, while the densities
reported in the literature are on the order of 10'" to
10'* cm™ depending on the discharge conditions and the
position of observation. (See, for example, Ref. [14] and
references therein.) The density of the Ar 2p; (i=1-4) lev-
els shown in Table I and the estimated excitation rate to the
2p; (i=5-10) levels indicate that cascade transitions from
the 2p; (i=1-10) levels have significant contribution to the
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population of the argon metastable level. The dominant de-
cay process of metastable argon atoms is quenching colli-
sions with slow electrons, as has been shown in previous
work [23]. These results provide information for theoretical
interpretation of the argon metastable density in future stud-
ies.

D. Pressure broadening

Pressure broadening of the He 1 501.6 nm line reported in
Ref. [61] is four times larger than the broadening reported in
Ref. [12]. We have adopted the broadening coefficient re-
ported in Ref. [12], which is consistent with the theory [62].
When the measured linewidth is corrected for the pressure
broadening of Ref. [61] we have a lower gas temperature of
320 K and correspondingly higher gas density. With this cor-
rection the density of the He I 25 'S metastable level listed
in Table II becomes 24X10° cm™ at 0.7 mA, 2.9
X 108 cm™ at 1.0 mA, and 3.4 X 10% cm™ at 1.2 mA. The
density of the Ar1 1s5 and 1s4 levels is not altered. Note that
the intermediate states of fluorescence transition of the He I
25 'S metastable level experience quenching by collisions
with helium and argon atoms, while the intermediate states
for Ar1 1ss and 1s, decay through radiative transitions (Sec.
v O).

VI. CONCLUSION

A quantitative spectroscopic investigation has been made
to measure the population density of excited atoms in a nega-
tive glow plasma generated by a dc glow discharge in a
helium-argon gas mixture. The density of radiative atoms
was derived from the absolute emission intensity of Hel,
He1r, Arl, and Ar1I lines, and the density of nonradiative
atoms was derived from the photon flux in LIF scattering
measurements. The nonradiative levels detected were the He
25 'S metastable level, the Ar lss metastable level, and the
Ar s, resonance level. The absolute densities of the excited
atoms derived from the radiance of the spectral lines, the LIF
photon flux, and the absorption signal were consistent with
each other within the experimental accuracy. Application of
the EEDF predicted in Ref. [11] for a pure helium plasma to
the discharge of our study gives evidence that excited atoms
of both neutral and ionic species are generated by an electron
impact in a single step from the ground state of the corre-
sponding neutral atoms. The single-step excitation is consid-
ered to dominate in the plasma of our discharge by the re-
duction of the density of metastable helium atoms quenched
by argon atoms. This work provides spectroscopic data
which enable direct comparison of the experimental results
with the prediction of theoretical simulations.
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