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How to improve the transmission efficiency of Internet-like packet switching networks is one of the most
important problems in complex networks as well as for the Internet research community. In this paper we
propose a convenient method to enhance the transmission efficiency of scale-free networks dramatically by
kicking out the edges linking to nodes with large betweenness, which we called the “black sheep.” The
advantages of our method are of facility and practical importance. Since the black sheep edges are very costly
due to their large bandwidth, our method could decrease the cost as well as gain higher throughput of networks.
Moreover, we analyze the curve of the largest betweenness on deleting more and more black sheep edges and
find that there is a sharp transition at the critical point where the average degree of the nodes �k�→2.
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I. INTRODUCTION

In recent years, network structure and dynamics have at-
tracted tremendous interest �1–5�. One of the most important
motivations is that large communication networks, such as
the Internet, wireless networks, and so on, have become the
most influential media in modern society. The explosive
growth of the number of users and hence the amount of
traffic has posed a number of problems, which are not only
important in practice, e.g., avoiding undesired congestion,
but also of theoretical interest as an interdisciplinary topic
�6,7�. Prompted by other disciplines like statistical physics,
biology, and sociology, such interest has flourished in the
broader framework of network science �8�.

In transportation systems, e.g., the Internet, the underlying
networks play a significant role in the traffic dynamics taking
place upon them �9–12�. To the best of our knowledge, re-
cent evidence has shown that the autonomous system �AS�
level topology of the Internet is scale-free, i.e., the degree
distribution follows a power law �13,14�. Thus, how to im-
prove the efficiency of the systems, taking account of the
topological structures, is a crucial problem. Some recent
studies in this direction can be roughly classified into two
categories. One involves optimizing the underlying networks
�15,16� and the other developing better routing strategies
�17–21�. The former is maybe useful to P2P �peer-to-peer�
networks �22� as its logical structure is demonstrated artifi-
cially by the controlling software, while the latter is practical
in packet transmission for some applications on the Internet,
of which the topological structure is not expected to be
changed. However, compared with greatly redesigning or
modifying the topology of the Internet, it is actually easy to
delete some edges. In this paper, we propose a method to
remarkably improve the transmission efficiency of Internet-
like networks by deleting a few edges linking to nodes with
relatively large betweenness �23–26�.

The paper is organized as follows. In Sec. II, the proto-
type traffic model, which was used in many former studies,

is introduced. In Sec. III, we present our method, the simu-
lation results, and the corresponding discussions. The con-
clusion is given in Sec. IV.

II. THE MODEL AND NOTATION

Several models have been proposed to simulate packet
traffic dynamics on complex networks by introducing ran-
dom generation of packets in each time step and various
routing strategies. We here adopt one widely used before.

In each time step, each node generates R /N packets,
where N is the size of the network and R is a parameter
tuning the generation rate, i.e., there are R packets generated
in the network at each step. When R /N is not an integer, we
create Int�R /N� packets determinately and create a packet
simultaneously with probability p=R /N−Int�R /N�, where
Int�R /N� is the integral part of R /N and thus p is the frac-
tional part. The packets are initialized with random destina-
tions. Moreover, we set a transmission capacity Ci to the
node i, i=1,2 , . . . ,N, which means that, at each time step,
the maximal number of packets transferred by the node i to
the next node according to the routing table is Ci. When the
node cannot transfer all the packets accumulated in its queue,
it deals with them following the first-in-first-out rule. Hence,
the routing strategy also plays an important role in the traffic
dynamics. We see that, in the Internet, the routing strategy of
within domains is the shortest path algorithm and, between
domains, i.e., for the AS level, the border gateway protocol
causes the packets to be transmitted along almost the shortest
path �27�. Therefore, in the paper, we adopt the shortest path
routing strategy. When a packet reaches its destination
through the shortest path routing, the packet will be deleted
from the system.

In order to analyze the transition from free flow to a con-
gested state, we use the order parameter presented in previ-
ous studies �28�,

��R� = lim
t→�

��W�
R�t

, �1�

where W�t� is defined as the number of packets on the net-
work at time step t, and �W=W�t+�t�−W�t�, with �¯� in-*Electronic address: gqzhang@ict.ac.cn
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dicating averaging over time windows of width �t. In other
words, the order parameter � represents the ratio between
the existing flow and the inflow of packets calculated
through a long enough time period. Obviously, in the free
flow state, i.e., where there is no congestion in the network,
the system can deal with the generated packets and thus the
existing flow is close to zero. Otherwise, in the congested
state, the number of generated packets is too large to be
transmitted and the flow existing in the network will also be
large, which causes the order parameter to approach 1.

As mentioned above, we adopt the shortest path routing in
this paper, and hence another characteristic quantity, the be-
tweenness of a node, is of utmost importance in traffic dy-
namics. The betweenness of node v is defined as �23�

gv = �
s�t

�st�v�
�st

, �2�

where �st is the number of shortest paths going from node s
to node t and �st�v� is the number of shortest paths going
from s to t and passing through the node v. In general, the
nodes with large betweenness �hub nodes� are part of more
shortest paths than other peripheral nodes. Obviously, for a
traffic system networked according to the shortest path rout-
ing, these hub nodes will be congested more easily than oth-
ers. Therefore we can improve the transmission efficiency of
the traffic network by controlling or detouring properly
around the nodes with large betweenness. Our method de-
scribed below follows this idea.

III. METHOD, RESULTS, AND DISCUSSIONS

In this section we will give our method to improve the
transmission efficiency of the traffic network, show the simu-
lation results, and then discuss them extensively.

As analyzed before, the nodes with large betweenness will
be congested more easily than the others. When a few hub
nodes are congested, the others can still deal with packets
successfully. Because of the edges connecting the hub nodes,
the hub nodes will become more and more congested. In
contrast, if there are fewer edges linking the hub nodes, the
packets will make a detour round the hub nodes, and hence
the capacity of the networked system will be enhanced.

First, we calculate the betweenness of each node accord-
ing to the definition mentioned above. Next the edge adjoin-
ing two nodes i and j is given a weight wij =gigj, where gi
and gj are the betweennesses of the two nodes, respectively,
and the value of wij will not be changed in the following
deletion process. Then we sort the edges with their weights
from large to small. Finally, a fraction fd of the edges ranked
first are deleted. However, we should keep the connectedness
of the network which means that, if deleting an edge will
cause some nodes to be disconnected, we will not delete it,
and go to deal with the edge ranked next.

In order to test our method we should generate Internet-
like topological networks. There exist several models of
Internet topology �see, e.g., the positive-feedback preference
�� model �32� and the locality-driven �LD� model �33��. Here,
for simplicity, we select the Barabasi-Albert �BA� model �2�

to generate the topological network, the degree distribution
of which is a power law p�k��k−3.0 where p�k� is the ratio of
the nodes with degree k to the number of all nodes in the
network. The model could represent the heterogeneous node
degree of many real-world networks, including the Internet
AS level topology, the logical topology of unstructured P2P
distributed systems �e.g., Gnutella �29��, and so on. In the
simulation, we set the capacity of each node mentioned in
Sec. II to a constant, i.e., Ci=C, i=1,2 , . . . ,N �30�. All the
simulations in this paper are performed with C=1 and the
mean degree of the network �k�=4. It is worth pointing out
that these values of C and �k� involve no loss of generality
and do not change the analysis and conclusion of this paper.

Figure 1 displays the order parameter � versus the packet
generation rate R for different values of the fraction fd of
edges deleted. One can see that there is a critical value Rc of
the generation rate, above which the order parameter is not
zero and grows with increasing R, while below which � is
always equal to zero. Thus the critical value Rc can be used
to represent the transmission capacity of the traffic network
system. That is to say, the larger the value of Rc, the better
the efficiency of the traffic network system. It is shown in
this figure that the value of Rc increases with the growth of
fd. For example, Rc=2 when fd=0, which means that scale-
free networks have poor efficiency of transmission, while for
fd=0.04, 0.06, 0.1, and 0.16, the values of Rc are 8, 13, 15,
and 20, respectively. But this is not the whole story. In Fig.
2�c� we show the value of Rc and the average shortest path
length L versus the deleted fraction fd. The curve of Rc pre-
sents an inverse U shape, and the curve of L goes up very
slowly when fd�0.45 and rises sharply when fd→0.5. This
shows that the efficiency of the network will become very
much higher on expurgating a small fraction of edges with
large weight, whereas the efficiency will be lower when de-
leting many edges. Figure 2�a� displays the degree distribu-
tion of networks with various values of fd. Here we empha-
size the remarkable increase of Rc after deleting just a few
edges, while the topology structure of the network is still
nearly scale-free. For example, when fd=0.08 the value of Rc
can be improved from 2 to 13 �see Fig. 2�c�� while the de-
gree distribution is nearly a power law �see Fig. 2�a��. More-
over, the average shortest path length L increases slowly in

FIG. 1. �Color online� Order parameter � versus rate R of gen-
erating packets with different values of fd: 0.0, 0.04, 0.06, 0.10,
0.16 and C=1. The network parameters are N=1225, �k�=4. The
arrows point to critical values Rc for different fd. The dashed line is
�=0 as a reference.
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the range fd=0.25–0.4 in which the efficiency decreases
very fast. We recall previous studies of the relation between
Rc and the largest betweenness gmax of the nodes in a
network �15�,

Rc �
1

gmax
. �3�

This indicates that the value of Rc is approximately inversely
proportional to the value of the maximal betweenness gmax.
We display the curve of gmax versus fd in Fig. 2�b�. It is
shown that the value of gmax goes up very quickly when fd
approaches 0.5. This can be explained as follows. Since the
mean degree �k�=4, when fd→0.5 the number of edges is
almost equal to the number of nodes. This means that, if we
delete a few more edges, the network will be disconnected.
When fd approaches the critical point fd=0.5, the network
will be modified to a treelike topology that causes a few
crossroad nodes; hence the large betweenness of such nodes.
The network topology with three typical values of fd
=0.0,0.24,0.50, is displayed in Fig. 3, and confirms our
analysis. It is worthy of note that the remaining treelike to-
pology, after many links are deleted, looks like but is differ-
ent from the gradient networks �31� studied by Toroczkai et
al. In �31�, the authors studied traffic congestion in directed
gradient networks and have shown the interesting result that
the jamming is limited in scale-free systems, i.e., even
though the network is congested, some nodes can also pro-
cess some packets. In contrast, we study in this paper the
traffic congestion in undirected networks and the remaining
treelike topology has low efficiency of transmission.

In addition, we should point out that Rc=2, in Fig. 1, is
true just for scale-free networks generated by the BA model
with average degree �k�=4 and no links removed. When �k�

increases, the average shortest path length decreases, and
thus the maximal betweenness decreases. According to Eq.
�3�, Rc will increase. However, our method will still be
effective.

As shown above one can see that deleting just a few edges
with large weights can improve remarkably the transmission
efficiency and simultaneously reduce the cost of network
construction and maintenance, while the average shortest
path length increases very slowly. Thus we call those edges
“black sheep” and kick them out. It is noteworthy that the
method in Ref. �21� is different from ours. In the former, the
authors proposed an interesting and effective routing scheme
inspired by the extreme optimization method. In contrast, our
method in this paper is to adjust the topology structure to
enhance the throughput of scale-free communication
networks.

IV. CONCLUSION

To summarize, we have proposed a convenient method,
kicking out the edges linking to nodes with large between-
ness, which we called the black sheep, to improve the effi-
ciency of scale-free traffic network systems. Compared with
previous studies in this direction, including redesigning the
topology and designing better routing strategies, its advan-
tages are of convenience and practical importance. In this
paper we set the weight of the edge adjoining node i and j as
wij =gigj, where gi and gj are the betweennesses of nodes i
and j, respectively. The calculation of the betweenness needs
overall information about the network. An alternative choice
is to set wij =kikj, where ki and kj are the degrees of nodes i
and j. Actually, we have implemented the alternative method
and found that its performance is just a little worse. Thus, for
very large networks, one can choose the alternative method.
In addition, we have performed our method on the more

FIG. 2. �Color online� �a� Degree distribution of networks with
fd=0.00,0.08,0.22,0.45. �b� Maximal betweenness in the network
versus fd. �c� Rc and the average shortest path length L versus fd.
The initialized simulation parameters are the same as the previous
ones.

FIG. 3. Network topologies with three typical values of
fd=0.00,0.24,0.50 �from top to bottom, left to right�. The initial
network parameters are N=50 and �k�=4.
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realistic PFP, LDPFP model �32,33� and the actual AS level
Chinese Internet topology �14�; The conclusion is almost the
same as on the BA model.

Furthermore, it is well known that the black sheep edges
are costly lines with large bandwidth in practice. Therefore
our method can improve the efficiency of communication
network systems as well as decrease the cost. In short, our
method solves two problems at one time.
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