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Linear stability analysis for step meandering instabilities with elastic interactions
and Ehrlich-Schwoebel barriers
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Vicinal surfaces are known to exhibit morphological instabilities during step-flow growth. Through a linear
stability analysis of step meandering instabilities, we investigate two effects that are important in many
heteroepitaxial systems: elastic monopole-monopole interactions arising from bulk stress and the Ehrlich-
Schwoebel (ES) barriers due to the asymmetric adatom incorporation rates. The analysis shows that the effects
of the ES barriers increase as the average terrace width increases, whereas the effects of elastic monopole-
monopole interactions decrease. The ES barriers favor an in-phase step pattern with a zero phase shift between
consecutive steps, while elastic stress favors an out-of-phase pattern with a phase shift of 7. However, our
analysis shows that the instability growth rate becomes nearly independent of the phase shift when either the
ES-barrier effect or the stress effect is large. In particular, for ES-barrier-driven instability, the in-phase step
pattern develops only within an intermediate range of terrace widths when bulk stress exists. Similarly, for the
elastic-interaction-driven instability, an out-of-phase pattern only forms within a certain range of monopole
strength; if the strength is too small, the ES barrier effect dominates, and if it is too large, the peak in the
instability growth rate becomes delocalized in the phase shift and no patterns form. This transition between
patterned and random step morphologies depends on the monopole strength, but is independent of the terrace
width. A phase diagram that describes the regions of the ES-barrier-dominant instability and the elastic-
interaction-dominant instability is established, along with the morphological phase diagrams that predict the

step configurations as a function of the controlling parameters for the two types of instabilities.
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I. INTRODUCTION

Understanding the evolution of steps on a vicinal surface
is crucial in many important problems involving surfaces,
from the fundamental thermodynamics of surfaces to the fab-
rication of surface nanostructures. Since modern techniques
such as molecular-beam epitaxy (MBE) have enabled nano-
scale control during crystal growth, the effort to control the
step dynamics has become an important topic in nanoscience
research, where the fabrication of nanostructured materials
with novel properties is an ultimate goal.

In epitaxial growth, a substrate typically suffers from a
miscut, resulting in a surface normal slightly off from a crys-
tallographic direction by what is known as a vicinal angle.
The surface is then not completely flat, but rather contains
atomic-height steps separated by broad terraces. Under ap-
propriate experimental conditions, a surface may be grown
through a regular flow of the steps and growth proceeds
monolayer by monolayer [1]. This step-flow growth is essen-
tial to the growth of tilted layer superlattices [2,3] and self-
organized nanostructures, such as quantum wires [4].

Vicinal surfaces are known to exhibit morphological in-
stabilities during step-flow growth; these instabilities have
been observed in many experiments [5-12]. In-phase step
meandering caused by the Ehrlich-Schwoebel (ES) barrier on
Cu surfaces has been observed [6—8]. Step meandering has
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also been observed during evaporation of strained Si surfaces
[9-11] and during annealing of strained InGaAs/GaAs
pseudomorphic layers [12]. Other factors, such as electric
field or impurities, can also cause step meandering. These
factors may affect the thermodynamics, the kinetics, or both.
Such instabilities can be exploited to achieve self-organized
nanostructures on surfaces by creating either a desired struc-
ture directly or a template for further growth. In other situa-
tions, morphological instabilities of steps are undesirable and
must be suppressed. Therefore, extensive fundamental re-
search has been devoted to step dynamics under various
growth conditions.

Step-flow growth was first treated quantitatively in the
seminal article by Burton, Cabrera, and Frank in 1951 [5,13].
The so-called Burton-Cabrera-Frank (BCF) model describes
the evolution of steps by adatom diffusion and incorporation
onto the steps. The deposited atoms are first adsorbed to the
crystalline surface, and the adsorbed adatoms diffuse along
the surface until they are either incorporated into the crystal
at the step or desorbed from the surface.

In the years since its introduction, the BCF model has
been generalized to include effects of many factors thought
to be important in surface step evolution. One such factor is
the elastic interactions between the steps. At the steps, there
exist surface forces which generate elastic strain energy.
These surface forces arise from various sources, such as ap-
plied stress, surface stress, epitaxial strain, and thermal
stress. In particular, surface stresses and bulk stresses at steps
caused by applied stress and/or epitaxial misfit strain engen-
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der elastic interactions between steps and thus play an im-
portant role in self-organization of surface nanostructures.
These interactions can influence the motion of the steps, pro-
duce step instabilities [14,15], and generate self-assembled
surface patterns [16]. Although much research has been per-
formed to analyze the effects of elastic interactions between
the steps on step dynamics [16-25], the kinetics of step in-
stabilities is not fully understood. Stress also affects adatom
diffusion on surfaces and at step edges [25,26]. Another im-
portant factor influencing step dynamics is that adatoms are
preferentially incorporated into the upper step of a terrace.
This is due to an asymmetric energy barrier for diffusion
across the step, the so-called Ehrlich-Schwoebel barrier,
which gives rise to destabilization of straight steps during
growth and gathering of steps into groups during evaporation
[27-29]. These phenomena are known as step meandering
and bunching instabilities, respectively. Bales and Zangwill
investigated the ES-barrier-driven morphological instability
of the step in the absence of elastic interactions by perform-
ing a linear stability analysis [29]. Recently, a morphological
stability analysis of a circular island was performed when the
ES barrier exist [30].

In this paper, we extend the Bales-Zangwill analysis [29]
by including the effects of elastic interactions arising from
bulk stress, which are important in many heteroepitaxial sys-
tems, and study simultaneously their effects on step mean-
dering instabilities during step-flow growth. Using a linear
stability analysis, the step meandering instability is investi-
gated for widely spaced steps and close-packed steps, with a
phase shift between consecutive steps. The effects of elastic
interactions and the ES barriers are analyzed, the step pro-
files are predicted, and a phase diagram for the step morphol-
ogy is established, which describes the regions of the ES-
barrier-dominant instability and the elastic-interaction-
dominant instability. The paper is organized as follows. In
Sec. II, a general introduction to step dynamics is presented.
The mathematical descriptions of the ES barriers and elastic-
ity such as force field, displacement field, and elastic inter-
actions are also provided in this section. In Sec. IIT A, the
linear stability analysis for the step meandering instabilities
is presented. Section III B contains the discussion of insta-
bilities mediated solely by the ES barriers. We generalize the
analysis of Bales and Zangwill by considering the effects of
the phase shift. In Sec. III C we discuss the instabilities me-
diated solely by elastic interactions. Our approach includes
intrinsic step-line energy and bulk stress, resulting in a dif-
ferent feature from those of previous theories. We also pro-
vide an interpretation of the nonzero growth rate for a per-
turbation with infinite wavelength. Finally, the competition
between these two factors is studied in Sec. III D. In the
Appendix, the equilibrium adatom concentration at steps un-
der stress is derived.

II. GENERALIZED STEP DYNAMICS ON SURFACES
WITH ELASTIC INTERACTIONS BETWEEN STEPS
AND EHRLICH-SCHWOEBEL BARRIERS

Let us consider the step-flow growth without nucleation
of islands as described by the BCF model [13]. Let the ada-
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tom concentration be c,,(r,), on the mth terrace bounded by
the mth step (upper step) and the (m+1)th step (lower step).
The evolution of the adatom density is described by

0
dc Cp—C
7;"=DV2C,”—%+F, (2.1)
)

where D is the surface diffusion coefficient of adatoms, 1/7
is the evaporation probability of an adatom per unit time, cgq
is the equilibrium concentration of adatoms on a surface, and
F is the deposition flux. The first term on the right-hand side
of Eq. (2.1) corresponds to the diffusion of adatoms on the
crystal surface; the second term and the last term describe
evaporation and deposition of adatoms, respectively.

Solving Eq. (2.1) requires mass conservation at steps and
with an appropriate choice of boundary conditions at the
steps and the computational domain boundary. The mass
conservation condition provides the relationship between the
normal velocity of the step and the flux of adatom concen-
tration toward the step:

1
—v,' =D[ VCm|hm— (2.2)

Q

v Cm—1|hm] ' ﬁm’

where v)) is the normal velocity of the mth step, fi,, is the
unit vector normal to the mth step line, 4, represents the
position of the mth step, and () is the atomic area of the
material. The boundary conditions at the mth step and the
(m+1)th step are

A I
D nm : VCm'hm = K+( Cm|hm - C;{]n (233)

and

D, Ve, =—K.(cply —c'1),  (2.3b)

m+1 m+1 cq

respectively. K, and K_ are the attachment rates of adatoms
to the step from the lower terrace and upper terrace, respec-
tively, and c,,| h, and ci’g’ are the adatom concentration and
the local equilibrium concentration of adatoms at the mth
step, respectively.

The attachment rates K, depend on the probability that
diffusing atoms around the vicinity of steps bond to steps and
are also related to the heights of the energy barriers that must
be overcome by adatoms during the attachment process. The
amount of adatoms incorporated into a step per unit time and
length from the upper terrace is K+cm|hm. Because of the
detailed balance principle, the number of atoms detaching
from a step and moving onto the upper terrace should be
equal to K, c.q. Therefore, the total flux of atoms at the upper
side of a step is equal to —K,( cm|hm—c’;g'), and this flux
should be equal to the normal flux at the upper side step,
—Dﬁm ch|hm'

For K,—, the equation reduces to the original BCF
model, which assumes that the attachment of adatoms to
steps is infinitely fast, and thus the concentration of adatoms
in the vicinity of each step immediately attains its local equi-
librium value on the mth step, cé’g’. However, there exists an
additional energy barrier for atoms diffusing from the upper
terrace to the step edge, the so-called ES barrier, which
causes the attachment rate from the upper terrace to be

011601-2



LINEAR STABILITY ANALYSIS FOR STEP MEANDERING...

smaller than that from lower terrace (K_<K,) [27,28,31].

The local equilibrium concentration of adatoms, cZ&”, de-
pends on the chemical potential of adatoms on the mth step.
Using a linearized thermodynamics, the local equilibrium
concentration of adatoms can be written in terms of the
chemical potential of adatoms as

Q Q
where kg is the Boltzman constant, 7 is the temperature, and
M, 1s the chemical potential of adatoms on the mth step. In
this study, the chemical potential of adatoms on a step is
determined by the step-line free energy and the elastic inter-
actions between steps. Thus, the local equilibrium concentra-
tion of the mth step is given by

Q Q ) Qcl Qcd
h, _ 0 y el| _ 0 eq eq el
cr=ce |\l +—u +— =Ceqt K+ ,
eq eq( kBT:u“m kBT:u“m eq kBT Y kBT ,LLm
(2.5)

where 7 is the step-line free energy and « is the local curva-
ture of the step. In this expression, u) and ,u,f; are the con-
tributions of the step-line energy and the elastic interactions
between steps to the chemical potential of adatoms at the mth
step on the mth terrace, respectively.

We assume that the elastic interactions between steps are
generated by surface forces. Frequently, these surface forces
are modeled by two types of forces [16,22]. One is the force
monopole, which arises in the presence of bulk stress from
the imbalance of stress at a step. The other is the force dipole
due to equal and opposite forces from the upper and lower
terraces of the step, which are generated by a uniform sur-
face stress. In this study, the force dipole is not considered
because it typically generates short-range interactions. For an
elastically isotropic system, the surface force field f(R) at R,
generated by a force monopole at r” located on the mth step,
is given by

f"(R) = PSR - r'")i,,, (2.6)

where R and r are the position vectors on a surface and P is
the strength of the force monopole in units of force per unit
length.

The relaxation of the elastic field is generally much faster
than that of the adatom concentration. Therefore, the elastic
field can be obtained by solving the mechanical equilibrium
equation

i o

7, (2.7)

where o;; is the stress tensor and repeated indices denote
summation over the indices. Elastic stress can be obtained
using Hook’s law, o;;=\;j,€, where N, is the fourth-order
elastic constant tensor which relates the stress tensor o;; to
the infinitesimal strain  tensor  €: €,;=(1/2)(du;/ dx,
+du,/ dx;). For a coordinate where the surface normal vector
is parallel with the x5 axis and the surface is located at x3
=0, Eq. (2.7) is solved with the following boundary condi-

tion which should be satisfied at the surface;
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Uij(x3=0)kj=O'iS(x_%:O):fiv (2.8)

where K is the unit vector normal to the surface, (0,0,1).

We compute the solution for the displacement fields using
the Green’s function formalism [32]. For the isotropic case,
the elastic surface Green’s function G;(R,R’) reduces to
G;(R-R’) [14-16]:

l+o| 1-0
7E | |R-R/|

(Ri—=R))(R;-R))
[R-R'} ’
(2.9)

where E and o are Young’s modulus and Poisson’s ratio,
respectively, and J;; is the Kronecker delta defined as 1 for
i=j and 0 otherwise. The displacement field u”(R), caused
by forces on the mth step, and the elastic interaction energy
between the mth and nth steps, F,/", are obtained using
G;(R-R’) [32-35]:

Gij(R_R/) =

IJ+O_

u?(R):de’G,»j(R—R’)j}"(R’) (2.10)
and
f;’{”:—fjdsmds”def;(R)M;n(R)
:_ffdsmdsn[fdedR,f;(R)Gij(R
—R’)f;"(R’)] (2.11)

respectively, where ds™ is the infinitesimal arclength along
the mth step. In Egs. (2.10) and (2.11), the integrations with
respect to dR and ds™ are performed over the surface and
along the mth step, respectively. The total elastic interaction
energy JF, can be obtained by summing F.;" over all pairs of
steps. The elastic interactions between different parts of a
single step are ignored, but are small as long as the steps are
nearly straight. The contribution of elastic interactions to the
chemical potential of the mth step is the difference in the
elastic interaction energy for an infinitesimal change in the
profile of the mth step, 6¢,, and can be obtained from Eq.
(2.11):

o

S
el el
Moy = 2
n=—o0(n#m) 5§m (xm)

Thus, the change in the local equilibrium concentration re-
sulting from elastic monopole-monopole interactions can be
obtained using an elastic field calculated with the surface
elastic Green’s function.

. (2.12)

III. LINEAR STABILITY ANALYSES FOR STEP
MEANDERING INSTABILITY

A. Derivation of the rate of step meandering instabilities

In this section, we present the linear stability analysis for
step meandering instabilities against infinitesimal fluctua-
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tions on equidistant step positions by generalizing the analy-
sis of Bales and Zangwill [29]. The essential calculations are
performed under the quasistatic approximation without de-
sorption for convenience (that is, 7,— ). Adatom diffusion
is generally much faster than step motion, and therefore the
time derivative of adatoms, dc/dt, in Eq. (2.1) can be ne-
glected. Thus, Eq. (2.1) becomes

DV?c, +F=0. (3.1)
The adatom concentration can then be obtained for a given
step distribution, and the step velocity is calculated with Eq.
(2.2) using that adatom concentration.

In this study, the x and y axes are set to represent the
parallel and normal directions to straight equidistant steps,
respectively. For a small perturbation, the positions of the
mth and (m+1)th steps are h,=€m+{,(x) and h,,, =€(m
+1)+¢,,,1(x), respectively, where € is the average terrace
length. Here, ¢, is a small perturbation to the position of the
mth step of the form A,,e’%*, where the magnitude of A,, has
the order of e.

Within the first order of €, the adatom concentration is
written as follows:

qu

(3.2)

Cm(X,y) mO(y) +c l(x )’) =cC O(y) + Cmly (y)e

where c¢,,;,(y) has the order of e. Solutions of Eq. (3.1),
cmO(y) and ley(y)a are giVen by

F
cmozcgq—5(y—m€)2+A(y—m€)+B (3.3a)

and

Cmiy = @ sinh[g(y —m€)]+ B, cosh[g(y — m€)],
(3.3b)

respectively. In Egs. (3.3), (A,B) and («,,,B,,) are deter-
mined by the zeroth and first orders of Egs. (2.3) in € with
the local equilibrium concentration of the mth step, cé’g'

m = ceq + r(q)gm(x)

Qcl
0+J[yqz_

=c

kgT wE(?

n=1

—PA)P> S Y(gh, 7,
4= P Yot ¢>]§m()

(3.4)

where

Y(q&ﬁ,qo):f {[ 2t 1]52/2[1 cos(ﬁ(p)cos(qfﬁt)]}

t sm(q€ nt)

[2 1]3/2 . (3‘5)

+ cos(np)qtn f dt———+

In Egs. (3.4) and (3.5), ¢ is the phase shift between steps.
The detailed derivation of ci’{l" is provided in the Appendix.
The coefficients in Eq. (3.3) are given by
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F £Q2d, +¢) (3.60)
Y di+dy+ €’ '
_ F 4,2d,+9) (3.60)
" 2Dd +dy+ €’ '
d,q sinh(gf) + cosh(gf)

a,=A

" D(q,€ d17d2)

! T+ F €2+2(d +dy) (€ +d))
2D di+d,+¢

_

D(q’€’d17d2)

F € +2(d +dy) (€ +dy)
X{F(q)+2D 2D(d, +dy + 0) } (3.6¢)

+Am+1

and
sinh(gf) + d,q cosh(gf)
D(q’e dl’dZ)
F €+2(d +dy) (€ +d))
X T(g) -
2D di+d,+¢

A 94,
m+1
D(q’e’dlvdZ)

£€2+2(d1+d2)(€+d2)
X{r(q“zp 2D(d; +dy + €) } (3.6d)

where d; and d, are defined as D/K, and D/K_, respectively,
and D(q,%,d,,d,) is defined as

m = “tm

D(q,¢,dy,d,) = (1 + ¢°d,d,)sinh(g€) + g(d, + d,)cosh(gl).

(3.7)

With this adatom concentration field, Eq. (2.2) gives the nor-
mal velocity of the mth step, v!', within the first order of e:
vi'=vh+ul, where v, and v are the zeroth- and first-
order terms of v} in €, respectively. In order to consider the
phase shift between steps, ¢, A, is set to be proportional to
e™¢. Then, v and v))| are given by

m

v
nO:F€

E (3.8a)

and
Q 2(d; +dy +€)
+ gl sinh(g€)} + g¢* sinh(g€)]
- DI'(g)[2{cosh(g{) - cos(¢)} + q(d, + dy)sinh(g{)]
'F€ +d,+d,

+1i — sin(¢) —D( i)

[2(d, + dy){cos(¢p) — cosh(g¥)

Lu(x). (3.8b)

The initial change in magnitude of the perturbation in
time can be regarded as linear:
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re+ix(t)

(3.9)

€= gy

Here, ¢, is the magnitude of the perturbation at =0 and r
represents the growth rate of the meandering instability,
where negative r corresponds to decay in the magnitude of
the perturbation. In this linear regime, the evolution of the
perturbation is given by Eq. (3.9) with

r=Qqlh(q,¢,¢) +8(q,¢,¢) — ¢*f(q.€,¢)] (3.10a)
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_ QFq(f'Fdl +d2)sln((P)
" 2[(1 + ¢*d,d,)sinh(g€) + g(d, + d>)cosh(g€)] L
(3.10b)

X(1)

In Eq. (3.10a), h(q,€,¢), g(q.€,¢), and f(q,€,¢) represent
the effects of elastic interactions, the ES barriers, and the

and step-line energy, respectively, and are given by
J
QD] 4(1 - PP < Y(gb,ii, @) |2[1 - cos(@)sech(q€)] + g(d; + do)tanh(g€)
h(g.C.0) = D 5 , (3.11a)
kgT 1 il (1 + g*d,d,)tanh(g€) + q(d, + d,)
F(dy—d,) 2(d; +dy){cos(p)sech(gl) — 1 + g€ tanh(g€)} + g£* tanh(g¥)
glg.t,0) = > , (3.11b)
2(d1+d2+€) (1 +q dldz)tanh(q€)+q(d1+d2)
and
Qc’Dy2[1 - h(g)]+ q(d, + d,)tanh(g¢
by = 2D 21 = coslg)sechlgO)] + g(d + dy)tanh(g() e

kT

B. Step meandering instability resulting from ES barriers

Without an elastic field [P=0 and thus h(q,€, ¢)=0], the
rate of the meandering instability, r, is determined by the
competition between the ES barrier favoring a growth of a
perturbation and the step-line energy suppressing it. This me-
andering instability for ¢=0 was considered by Bales and
Zangwill [29]. For a small wave number (¢<g,), the effect
of the ES barriers is dominant and one would expect to ob-
serve spontaneous morphological instabilities. On the other
hand, for a large wave number (¢>g¢,), the contribution
from the step-line energy is dominant and steps are stabi-
lized. The critical wave number g, satisfies r=0; thus,

r= ‘Q‘qc[g(qcve’ (P) - q%f(QC’g’ (P)] =0.

The critical wave number increases as the magnitude of the
deposition flux increases, the ES barrier increases (d,—d,;
increases), the step-line energy decreases, or the terrace
width increases [29]. Thus, for a given value of the ES bar-
rier, the effect of the ES barrier on the instability increases
with the terrace width and the flux. Figure 1(a) illustrates the
dependence of the critical wave number on the terrace width
€ for three different values of the flux F. The following pa-
rameters are used in calculations throughout this section: ¢
=0.01, d,=0.0, d,=0.5, D=10.0, Q=1.0, and y=Qvy/kzT
=0.5. Although these material properties are set, the relative
magnitude between the effects of the ES barrier and the step-
line energy can be controlled by varying the flux. Thus, our
results remain general, covering the entire spectrum of the
competition between these two factors. Furthermore, in
many experiments, controlling the magnitude of the deposi-

(3.12)

(1 + g*d,dy)tanh(g€) + q(d, + d,)

tion flux is easier than controlling other parameters. There-
fore, in Fig. 1(b), we present the critical magnitudes of the
deposition flux F.(g) under the conditions that a fluctuation
with a wave number ¢ cannot grow for a deposition flux
smaller than F.(g). When ¢ is large enough such that
tanh(g.f) and sech(g.€) approach 1 and 0, respectively, and
if €>d,+d,, then the critical wave number can be approxi-
mated as follows:

F(dy—d))(d, + dy)[2(d, + dy) + {]
—1+\/1+ €
2%(d, +dy+€)
di+d,

qc =

(3.13a)

dy—di

-1+ 1+TF€

~ Yy (3.13b)
dy+d,

Equation (3.13b) is plotted together with ¢.(F€) numerically
obtained from Eq. (3.12) for three different values of the flux
F in Fig. 1(c), where F{ is proportional to the average ve-
locity of steps. Equation (3.13) generally provides a good
approximation for the critical wave number at high average
step velocity.

Next, the effects of the phase shift between steps, ¢, are
discussed. While the effects of the phase shift ¢ are dimin-
ished in the high-q, regime (or for large €), these effects are
important in the low-¢,. regime (or for small €). From Egq.
(3.10a), the rate of the meandering instability at g=0 is given
by
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FIG. 1. (a) Plots of the critical
wave number ¢, vs the terrace
width € for different values of the
flux F. (b) Plots of the critical
deposition flux F,. vs wave num-

ber for different terrace widths.
(c) Plot of Eq. (3.31b) along with
plots of g, vs F¢ for three differ-
ent values of F. Note that, al-

though Eq. (3.13b) does not have
a linear relationship between ¢,
and F{, it behaves linearly with
F{ due to the small range of (d%
—d%)/ (2%)(F€) considered here.
(d) Plots of the terrace width € vs
the critical wave number ¢, for
different values of the phase shift
@ and F=0.0001.
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(c) (d)

QF(d5 - d})(cos(¢) - 1)
(€ +d, +d,)?

r(g=0)= <0. (3.14)

Therefore, a fluctuation with a small wave number and non-
zero ¢ is suppressed not only by the step-line energy, but
also by the ES barrier. Figure 1(d) shows the relationships
between critical wave numbers and terrace widths for differ-
ent phase shifts. The perturbations below these curves are
stabilized. For example, meandering instabilities for €=20
with ¢= 77/4 are suppressed. Figure 1(d) shows clearly that
the stable region increases as ¢ increases.

In Fig. 2, contour plots of the meandering instability rate
for different values of the terrace width are presented. The
largest critical wave number and the maximum instability
rate can be found for ¢=0, and in-phase modes are most
unstable for the ES-barrier-driven step instabilities. As the
terrace width increases, effects of the phase shift ¢ decrease
and eventually the critical wave numbers for nonzero ¢ ap-
proach that for ¢=0, even though the magnitude of the criti-
cal wave number increases, as seen in Fig. 1(d).

The evolution of step profiles for different terrace widths
as given by the linear analysis are shown in Figs. 3(a) and
3(b). The initial step profiles are established by the superpo-
sition of 10 000 instability modes with each wave compo-
nents having the same amplitude. These 10 000 instability
modes are constructed by a combination of 100 different
phase shifts uniformly distributed over [0, 7r] and 100 differ-
ent wavelengths (A=2m/g) uniformly distributed over
[N, 200N] where N\J'™*=27/¢™ and g™ is taken to be

the critical wave number for ¢=0.0. The initial step length is

set as 1000AT™. While the assumption of linearity is not
valid when the amplitude of the perturbation becomes large,
Figs. 3(a) and 3(b) illustrate the essential pattern exhibited
during the linear growth for visualization. For close-packed
steps shown in Fig. 3(a), the in-phase instability modes grow
faster than other modes and the initial random step profiles
with small magnitudes of perturbations become in-phase, re-
sulting in a pattern formation. These in-phase step configu-
rations resulting from the ES barrier have been observed in
the growth of steps on Cu surfaces [6—8]. For the widespread
steps in Fig. 3(b), the difference among the most unstable
growth modes for each phase shift is small and the instability
modes corresponding to the in-phase profile grow together
with other instability modes. Therefore, the step alignment
pattern does not develop. The transition from the patterned
in-phase step profile to the nonpatterned step profile occurs
as tanh(g.€) approaches 1, as shown in Fig. 3(c), where the
plot of tanh(g.€) is given together with a plot of ¢, vs € for
F=0.0005. Figure 3(d) is the phase diagram that divides the
regions of the patterned in-phase step alignment from the
random step configuration. In the region of the random step
configuration, tanh(g.€) has the value around 1.0 and the line
in Fig. 3(d) represents tanh(g.€)=0.999 999.

C. Step meandering instability resulting from elastic
monopole-monopole interactions between steps

In this section, we consider a special case where the val-
ues of d; and d, are assumed to be 0, and thus the adatom
concentration at the steps has its local equilibrium value de-
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termined by the Gibbs-Thomson effect and elastic interac-
tions between steps. Setting d;=d,=0 (corresponding to K,
— ) in Egs. (3.10a), (3.11a), (3.11b), and (3.11c), the rate of
the meandering instability is given by

qy2[1 - cos(¢p)sech(gt)]
r=0—
¢ tanh(g€)

aP’ < Y(ql,i,
e YAORE _er |, as)
Y =1 n

where ¥ is defined earlier and @ is defined as (QcoD/kgT)
X[4(1-0?)/ wE], respectively. Here, we define the charac-
teristic ratio L=aP?/7 that represents the competition be-
tween elastic interactions and the step-line energy in a simi-
lar manner as was done for a misfitted particle in a matrix
[36].

The critical wave number ¢g. can be obtained by setting r
to 0 in Eq. (3.15):

< Y(g L., o)
LZ - 5

—(¢0)*=0. (3.16)

n=1

Solving Eq. (3.16) gives ¢, as a function of the strength of
monopole, and materials properties such as the step-line en-
ergy and elastic properties. The critical wave number of the
elastic-interaction-driven step meandering instability is in-
versely proportional to the terrace width. This is in contrast
to the ES-barrier-driven step meandering instability, for

which the critical wave number increases with the terrace
width. The plots of the relationships between the critical
wave number and the terrace width for different strengths of
the force monopole are illustrated in Figs. 4(a) and 4(b).
Note that in Fig. 4, ¢ is set to 0 and the effects of the phase
shift are not considered. Throughout this section, Q=1.0, ¥
=0.5, and a=0.115 86 are used and the magnitude of L is
controlled by the strength of the force monopole, P. We ex-
amine the P=1.0 and P=5.0 cases. These values translate to
L values of 0.23 and 1.16, respectively. Following the analy-
sis of Houchmandzadeh and Misbah [17], we have P
~ mpEa, where a and 7 are the atomic spacing and the misfit
strain, respectively. Using typical values for 3% misfitted Si
(E=166 GPa [37], 0=0.217 [37], and a=2.346 A), L is in
the range of 0.1-10 for typical step-line energies vy
=10""2-107197/m [11,38]. Therefore, our choice of param-
eters encompasses experimentally relevant regimes.

For large enough ¢ such that tanh(g.€) approaches 1,
Y (g€ .7, ) approaches 2.0, regardless of phase shift ¢. The
critical wave number in the high ¢.€ regime is thus given by

_ ﬂl_\/ME
SN 3 ¢ 3Ey €

qe (3.17)

In Fig. 4(b), q.\/3/(7L) is plotted against 1/¢ for different
strengths of force monopole. The line given by Eq. (3.17),
whose slope is equal to 1.0, is also included in Fig. 4(b).
While each line shows linear behavior with 1/€ for all P,
only the lines with large P obey Eq. (3.17). The slopes of the

011601-7



YEON et al.

PHYSICAL REVIEW E 76, 011601 (2007)

FIG. 3. (a) Evolution of step

profiles for terrace width, €=20

with F=0.0001. The figures are

captured at 1=0.0, =2.0z;, and ¢

=3.01y, where f, is 3.339x 108

(b) Evolution of step profiles for

the terrace width, €=200 with F
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where 7, is 2.762 X 10°. (c) Plot of
€ vs q. along with tanh(g.€) for

RANDOM PROFILE

F=0.0005. (d) Morphological
phase diagram dividing the re-
gions of the patterned in-phase
step alignment and the random
step configuration.
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lines for small P are smaller than the values suggested by Eq.
(3.17) and must be calculated numerically. Figure 4(c) shows
the critical strengths of the force monopole, P.(g), for a
given terrace width, defined as the strength of the force
monopole below which step instabilities are suppressed at
wave number q.

The effects of the phase shift on instabilities driven by
monopole-monopole interactions are important in the small-
q.L regime and diminish as ¢.€ increases. The variation of ¢,
with € for different values of ¢ is shown in Fig. 5. The

critical wave number for a given € is smallest at ¢=0 and
largest at ¢=1r for the elastic-interaction-driven instability,
but the difference between these values decreases as the
strength of the force monopole increases. Therefore, the fast-
est growing mode occurs with out-of-phase alignment for the
elastic-interaction-driven step instabilities when P is small,
but the growth rate becomes insensitive to the phase shift
when P is large. Therefore, no pattern is expected to form
when there is sufficiently large bulk stress. Nonpatterned
step morphology has been observed during annealing of

300,

TUTUTTU
I n

200

1004 }

I= 20 ——
301 =200 -------

FIG. 4. (a) Plots of terrace width € vs the critical wave number ¢, for different strengths of the force monopole, P=0.1, 1.0, 5.0, and 10.0.
The region below the curves is where the step meandering instabilities occur. (b) Plots of Bg, vs 1/€ for P=0.1, 0.5, 1.0, and 5.0, where

B= \e"3/(712L). (c) Plots of the critical strength of the force monopole, P,, vs the wave number for different terrace widths.
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FIG. 5. Plots of the terrace width € vs the critical wave number ¢, for various values of phase shift ¢ (¢=0, 0.1, 1/4, 1/27, 3/4,
and ) for a given strength of the force monopole P. (a) P=0.1 and (b) P=1.0 (c) Morphological phase diagram dividing the regions of the
patterned out-of-phase step alignment and the random step configuration.

stressed surfaces, where the effects of the ES barrier can be
excluded [12]. Note that the functional form of the growth
rate of meandering instabilities is independent of the terrace
width and is determined by the properties of the material,
such as the elastic constants and step-line energy, as well as
the strength of the force monopole, which depends also on
the magnitude of the applied stress. Only its magnitude de-
pends on the terrace width. We present the morphological
phase diagram in Fig. 5(c), which divides the regions of the
patterned out-of-phase step alignment and the random step
configuration. It shows that the expected step morphology is
independent of the terrace width. The line in Fig. 5(c) repre-
sents tanh(qcf )=0.999 999.

In order to investigate the most unstable mode resulting
from elastic monopole-monopole interactions, the rate of
meandering instabilities for different monopole strengths
(P=1.0 and P=5.0) and different terrace widths (£=50 and
£=250) is given as a function of ¢ and ¢ in Fig. 6. Figure 6
shows that the functional shape of the instability rate is sen-
sitive to the strength of the force monopole, but is indepen-
dent of the average terrace width. The most unstable mode is
located around g=0 for small P but its location moves to
nonzero g as P increases. Note that the instability rates for
¢ # 0 approach nonzero values as ¢— 0 although our linear
stability analysis does not include the instability for g=0 (see

&
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FIG. 6. Contour plots of the growth rate r vs
the wave number ¢ and phase shift ¢ for different
monopole strengths and terrace widths. For small
monopole strength [(a) and (c)], the most un-
stable mode is located around ¢=m and out-of-
phase step alignment is expected. (a) P=1.0 and
€=50, (b) P=5.0 and ¢=50, (c) P=1.0 and
€=250, and (d) P=5.0 and €¢=250.
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FIG. 7. (a) Evolution of the step profiles with
the strength of force monopole, P=1.0. The fig-

ures are captured at r=0.0, r=3.0¢, and #=5.01,

where 1, is 2.994 X 10°. (b) Evolution of step pro-

£

files against time for the strength of the force

monopole, P=5.0. The figures are captured at ¢

=0.0, =4.0t, and 1=6.01,, where 1, is 640.7.
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the Appendix). From Eq. (3.15), the instability rate for ¢
= as ¢g—0 is given by as follows:

~ 12

lim r:QzWZ—(:P. (3.18)
q—0 ¢

Thus, the instability rates as ¢—0 are determined not by

step-line energy 9, but by the elastic constant &, the strength

of the force monopole, P, and the terrace width €.

Similar behavior of step meandering instabilities with a
phase shift has been investigated by Leonard and Tersoff
[24]. The main difference between their approach and ours
lies in the treatment of the step-line energy. They considered
the step-line energy resulting from the elastic self-
interaction. In contrast, we treat the step-line energy to be
intrinsic, present even in the absence of elastic stress, follow-
ing Bales and Zangwill [29]. Leonard and Tersoff’s result
has a qualitative feature of the instability rates similar to that
in Fig. 6. However, in their case the main factor that deter-
mines the functional form of the rate of the meandering in-
stability is not the strength of the force monopole, but rather
the terrace width for given elastic properties.

Furthermore, Leonard and Tersoff interpreted the instabil-
ity at (q,¢)=(0,m) for small terrace widths as the step
bunching instability and thus concluded that meandering in-
stabilities would occur for steps with large terrace widths,
while step bunching instabilities would occur for close-
packed steps. However, to examine whether a step bunching
instability occurs, one must perturb the terrace widths. Since
the basic assumption of our analysis is that the spacing be-
tween the average location of neighboring steps remains con-
stant throughout the evolution, a bunching instability,
wherein the terrace width must change, cannot be modeled.
To consider step bunching and step meandering simulta-
neously, we must apply sinusoidal perturbations on nonequi-
distant, straight steps. In this study, due to the difficulties of
obtaining analytic solutions for the elastic field with both
bunching and meandering perturbations, we only consider
meandering instabilities, as in Ref. [24]. Therefore, no infor-
mation about a bunching instability can be obtained from the
analysis, although it is expected to occur from previous

analyses [21,39]. In our interpretation, the fastest growing
unstable mode at ¢=7 and ¢— 0 observed for small P cor-
responds to that of infinite wavelength. More intuitively, this
means that the fastest growing mode for a given domain
(physical or computational) may be the one that just fits the
domain. In practice, however, only modes with nonzero am-
plitude can grow, and the fastest growing mode will be the
one that has the longest wavelength with sufficiently large
initial amplitude. This implies that the evolution of the step
morphology is highly sensitive to the initial condition. The
growth of long-wave modes can occur not only for steps
with large separation, but also for close-packed steps when P
is small, in the absence of ES barriers as assumed in this
section.

This result is similar to the linear stability analysis of the
Allen-Cahn equation, in which the fastest growth mode has
q—0 [40]. In that case, the result stems from the fact that
phase transformation of nonconserved order parameter does
not require mass transport. In our case, however, mass trans-
port must take place, and therefore the origin of the result is
quite different. Note that we (and Leonard and Tersoff) ob-
tain a nonzero growth rate as ¢g—0 when two consecutive
steps are out of phase. In such a case, mass transport perpen-
dicular to the average step position dominates transport
along the average step position. Therefore, increasing the
length scale along the average step position does not hinder
the growth of the perturbation. In this case, the instability
growth rate at ¢ — 0 is nonzero and can be maximum. On the
other hand, for in-phase steps, mass transport must occur
along the parallel direction, and therefore the growth rate is
zero at g=0 since mass transport takes an infinite amount of
time as the wavelength approaches infinity.

The evolution of step profiles for P=1.0 and P=5.0 is
presented in Fig. 7. The initial step profiles are established in
the same manner as in Sec. III B, except that ¢.** is chosen
as the critical wave number for ¢=7. For P=1.0, the insta-
bility modes corresponding to out-of-phase alignment grow
faster than other modes, and the initially nearly straight step
profiles with small random perturbations become dominated
by the out-of-phase ordering. We set the largest wavelength
of perturbation to be 1/5 of the computational domain to
highlight the out-of-phase alignment. For P=5.0, the growth
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rates of the most unstable modes for each ¢ value become
nearly independent of ¢. Therefore, no particular pattern
forms during step evolution.

Finally, we will briefly discuss the effects of force dipoles
neglected in this study. Whereas elastic monopole-monopole
interactions produce attraction between steps, elastic dipole-
dipole interactions generate repulsion between steps and alter
the behavior of meandering instabilities [17,18,25]. Dipole-
dipole interactions are especially important in homoepitaxial
systems, where bulk stress is negligible. On the other hand,
since monopole-monopole interactions are long ranged and
dipole-dipole interactions are short ranged, the dipole-dipole
interactions are expected to be negligible when bulk stress
exists and the terrace width is sufficiently large. Therefore,
our results remain valid in this regime. However, when the
effect of dipole-dipole interactions is large, the most unstable
mode will have in-phase alignment [17,18]. Consequently,
the step morphology will be determined by how the two
effects compete, and thus a full analysis that includes both
monopole-monopole and dipole-dipole interactions must be
performed to study this regime.

D. Step meandering instabilities when the ES barrier
and elastic monopole-monopole interactions coexist

If the elastic monopole-monopole interactions and the ES
barriers are simultaneously important, both of these factors
play a role in step meandering instabilities against the step-
line energy. However, their manner of contribution to the
instabilities is different. As the terrace width increases, the
effects of the ES barriers increase, whereas those of elastic
monopole-monopole interactions decrease. Figure 8(a)
shows the relationships among critical wave numbers, ter-
race widths, and magnitudes of the deposition flux for the
given material properties. When the terrace width is large,
the ES barriers play a dominant role in the step meandering
instabilities, and thus the critical wave number increases with
the terrace width. For close-packed steps, the effects of elas-
tic interactions dominate and the critical wave number de-
creases with the terrace width. If the elastic-interaction-
dominant regime is defined as the regime where the critical
wave number decreases with the terrace width, the elastic-
interaction-dominant regime and the ES-barrier-dominant re-
gime can be divided as shown in Fig. 8(b). In this figure, the
line represents the terrace width at the minimum growth rate

for a given flux. As a result of the choice of P(=5.0) in Fig.
8, the effect of the phase shift is not observed. This is be-
cause the strength of the force monopole is large enough so
that the effects of the phase shift disappear [e.g., Fig. 5(b)].
When the terrace width is large, the phase shift does not
affect the instability because it is driven by the ES barrier.

When the strength of the force monopole is small, on the
other hand, the effects of the phase shift are observed for
close-packed steps. Figure 9 shows the instability rates for
different values of the terrace width when the ES barriers and
elastic interactions coexist for the case of P=1.0. The char-
acteristics of the ES-barrier-driven instability can be ob-
served for large terrace widths [€=100 in Fig. 9(c) and ¢
=150 in Fig. 9(d)], where the critical wave numbers become
independent of ¢. Clearly, the functional shape of the mean-
dering instability rate r in the (g, ¢) plane depends on the
terrace width €. This is different from the purely elastic-
interaction-driven instability. The dependence of the critical
wave number on the phase shift stemming from the ES bar-
rier is not observed because the small-€ regime is dominated
by elastic monopole-monopole interactions.

Figure 10 shows the instability rates for P=0.1. The ef-
fects of phase shift stemming from the ES barriers and elastic
interactions coexist for a small terrace width. According to
Fig. 10(a), elastic interactions are dominant and the out-of-
phase step profile is expected. When the terrace width in-
creases to £ =50, two peaks in r appear as the contribution of
the ES barriers to the step meandering instability increases.
One peak occurs at ¢=7 and small wave numbers due to
elastic interactions, while another peak develops at ¢=0 and
large wave numbers due to the ES barriers [cf. Fig. 10(b)].
Therefore, these two fast growth modes grow simultaneously
and the surface will develop no step patterns. For €=100
[Fig. 10(c)], the effects of the ES barriers are dominant over
elastic interactions and the surface has the in-phase pattern.
Finally, for a large terrace width of €=150 [Fig. 10(d)], the
maximum rate becomes nearly independent of ¢ and thus the
steps develop no patterns.

IV. SUMMARY

In this paper, the effects of elastic monopole-monopole
interactions and the Ehrlich-Schwoebel barriers on step me-
andering instabilities during step-flow growth were investi-
gated by a linear stability analysis. We found that the effects
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of the ES barriers increase with the average terrace width,
whereas those of elastic monopole-monopole interactions de-
crease. The most unstable mode for the step meandering in-
stability mediated by the ES barrier has in-phase step align-
ment, while that driven by elastic monopole-monopole
interactions has out-of-phase step alignment. In the former,
where in-phase step alignment is favored, the instability
growth rate becomes insensitive to the phase shift as the
terrace width increases (and thus the ES barrier effect in-
creases). Therefore, the in-phase patterns predicted by Bales
and Zangwill are expected to form only when the terrace
width is sufficiently large such that the ES barrier effects
dominate the elastic interactions but is sufficiently small so
that the instability growth rate has a distinct peak at zero
phase shift. Similarly, we find that out-of-phase patterns with
a phase shift of a, expected from elastic monopole-
monopole interactions, form only in a certain range of mono-
pole strength. If the strength is too small, the ES barrier
effect dominates, and if it is too large, the peak in the insta-
bility growth rate becomes delocalized in the phase shift. We
investigated two values of the force monopole strength in
detail, which exhibit very different step morphologies. We
also show that the dependence of the instability rate on the
wave number and the phase shift is sensitive to the strength
of the force monopole, but is independent of the average
terrace width. For the case where the ES barrier and elastic
interaction effects compete, a phase diagram was established
to describe the regions of the ES-barrier-dominant instability
and the elastic-interaction-dominant instability.
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3.0 FIG. 9. Contour plots of the growth rate of the
meandering instability for P=1.0. The input pa-
rameters used in the calculation are Q=1.0, ¢,
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APPENDIX: EQUILIBRIUM ADATOM CONCENTRATION
AT A CORRUGATED STEP UNDER STRESS

In this section, we will derive the expression for the equi-
librium concentration at a corrugated step when a force
monopole with strength P is located at the steps.

For a small perturbation on equidistant steps, the position
of the mth step, r™, and the unit normal vector f(r™) are
given by

(A1)

1" = X0+ 1, (6, = X0+ [0m + £, () 1

and
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(A2)

Amfz o\ 1 _ re %
n (rm)—m( §m1+.]),

respectively, where ¢, =d{,(x,,)/ dx,,. Here, € is the average
length of the terrace and the magnitude of the perturbation
£u(x,,) is of the order of e.

The elastic interaction between two point forces located at
r” and r” is given by

6’(r’”,r”)=—fde?(R)M?(R)=—deﬁ(R)M?(R)

- f f dRAR'f]'(R)G(R,R")f}(R")

_ (+opP* 1 1 {1—a(§,g,+l)
= E \/1+§;nz\/1+§r,12 7 msSn

+ r%{r%:,;;,; — L+ L)+ ré}} : (A3)

where ri=x,—x,, r={m-n)+{,(x,)-{,(x,), and r
=\ri+r;. The force field £, displacement field u”, and
Green’s function G;(R,R’) are introduced in Eqgs. (2 6),
(2.9), and (2.10).
The elastic monopole-monopole interaction energy be-
tween the mth step and nth steps, F.", is given by the inte-
gration of £(r"™,r") along the mth and nth steps. For a small
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FIG. 10. Contour plots of the growth rate of

the meandering instability for P=0.1. The input
parameters used in the calculation are same with
those in Fig. 9. (a) €=25, (b) €=50, (c) €=100,

8x1077 and (d) £=150.

perturbation of {,,(x,) and {,(x,), Fa" within the second
order of € is given by

Fi'= j f ds,ds,E(x",r")
2
_ (l—oz)Pf f dxdx{l €(m n)

— (x,, = x,)2 +26%(m — n)2

X
2 1 ! of
X(gm - gn) + r_gmgn 5 (A4)
0
using
1 1 € (m—n)
=5 (&-8)
r ro I"O
12€%(m—n)*- (xfn - xﬁ)
+ = 5 ( gn)2 + 0( )
2 o
where ds,, is the infinitesimal arclength of the mth step and

o=\ (X=X, 2+ €2 (m—n)>.

In order to obtain the chemical potential of an adatom at
the mth step, 6Fy"/ 8¢, (x) should be calculated. Applying
the variation to both sides of Eq. (A4) gives

011601-13
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SFI = -

€

— 2 «© *° —
wE o J o o

(x,,—x,)% +2€*(m — n)*

X[ﬁgm(xm) - 5§'1(xn)] + — . 5
o
X[gm(xm) - gn(xn)][&gm(x ) - 5§n(x )]
s Honn) o ) ﬁg”(x”)zm( )} (A3)
) ox,,

Here, we will consider the sinusoidal fluctuation with its
magnitude € and its wave number g, where the phase differ-
ence with respect to the nearest step is ¢. Now, we set £,,(x,,)
and £,(x,) to ecos(gx,+me) and €cos(gx,+ne), respec-
tively. Then, {,(x,) and &Z,(x,) are related to ¢, (x,) and
5§m(~xm) by gn(xn) = gm(xn"'(n_m)@/q) and 6§n(~xn) = 5§m(~xn
+(n—-m)pl/q), respectively. Using these relationship,

OFu"1 8¢, is given by
f J{[r + 172

X{1 = cos[(m — n)p]cos[q€(m — n)ﬂ}]

oFy
55"1(‘5‘) -

2(1 - 6?)P?
wE€*(m — n)?

+ cos[(m —n)plgl(m —n)

x f ﬁ[m sinfq€(m - n)ﬂ} £u(s).

(A6)

Note that this operation is valid only for ¢>0 and is not
valid for g=0. The contribution of the monopole-monopole
interactions to the chemical potential of adatoms at the mth
step, ,u,frl, is the summation of 8F."/ 8¢, in Eq. (A6) over n:
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©

ST
o e
Moy = n:E_OC 5§m(xm)
(n#m)
4(1 = A)P> & Y(gl 7,
_ ( 7TE€2) 2 (qﬁzn SD) gm(xm)’ (A7)

n=1

where
24

Y(gt.7,¢) = dt[[ 5 ]5/2[1 cos(iip)cos(gtnt)]

B [ tsin(gtnr)
+ cos(7i ) €nf dt—————.
o [+ 172

The equilibrium concentration for a modulated step is de-
termined by the chemical potential resulting from a step-line
free energy and elastic interactions between the steps. The
chemical potential due to a step-line free energy is given by
Yk~ Yq°Ln(x,,), Where 7 is a step-line free energy and «,,
is the local curvature of the mth step. Therefore, the chemical
potential u,,(x,,) is given by

4(1 - AP < Y(gl,ii,¢)
’7TE€2 Z ﬁ,z gm(xm) .

n=1

(A8)

() = | G*y -

(A9)

Consequently, the equilibrium concentration of the mth step,
in Egs. (2.4) and (2.5), is given by

cer = cog + (@) 4(x)

eq’
(A10)

Qg 40 - ol)P2§°°: Y(g¢.7, ¢)
kgT kgT — wEC* e

n=1

(A11)
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