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Dynamics of a single cavitating and reacting bubble
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Some of the studies on the dynamics of cavitating bubbles often consider simplified submodels assuming
uniform fluid properties within the gas bubbles, ignoring chemical reactions, or suppressing fluid transport
phenomena across the bubble interface. Another group of works, to which the present contribution belongs,
includes the radial dependence of the fluid variables. Important fluid processes that occur inside the gas bubble,
such as chemical reactions, and across the bubble interface, such as heat and mass transfer phenomena, are here
considered also. As a consequence, this model should yield more realistic results. In particular, it is found that
water evaporation and condensation are fundamental transport phenomena in estimating the dissociation reac-
tions of water into OH. The thermal and mass boundary layers and the radial variation of the chemical
concentrations also seem essential for accurate predictions.
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I. INTRODUCTION

Although cavitation is known as a fluid flow phenomenon
that causes deterioration in the behavior and durability of
hydraulic machines and installations [1], these days it is
clearer that it can also be used to our benefit. The high tem-
perature, pressure, and concentration of radicals make cavi-
tating bubbles ideal microreactors which are able to enhance
chemical conversion. This has already been used in medical
and industrial applications, and in the environmental reduc-
tion of liquid waste and pollutants [2—4].

However, to this date, the mechanisms by which cavita-
tion acts in all these processes is not completely understood.
Initial studies of cavitating bubbles achieved great advances
toward the understanding of cavitation, but were simplified
models, either assuming, for example, uniform fluid proper-
ties within the gas bubbles or ignoring chemical reactions or
transport phenomena across the bubble interface. For in-
stance, Prosperetti and co-workers [5-7] conducted extensive
studies of the dynamics of cavitating bubbles, ignoring
chemical reactions and interface transport phenomena. Ka-
math er al. [8] tried to estimate the production of radicals
from bubble temperature and pressure, with no coupling of
the chemical reaction with the bubble dynamics. The model
by Sochard et al. [9] included the diffusion of gases within
the bubble and evaporation and condensation of water across
the interface, while reactions were considered to be in ther-
modynamic equilibrium. Akhatov et al. [10] incorporated
multiple transport phenomena across the bubble interface
and used elaborate constitutive relations, neglecting chemical
reactions. Gong [11] solved a model of a chemically reacting
bubble with a uniform property model and without interface
transfer phenomena.

More recently, extensive studies have been conducted by
several authors [12-15] providing some insight into the
processes taking place inside the bubble. The present formu-
lation is similar to recent models such as that of Storey and
Szeri [16] and those in Refs. [13-15,17], with slight im-
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provements. Yasui ef al. [17] developed a model to estimate
OH; some restrictive approximations, such as using an ap-
proximate formula for the interface temperature calculation
or assuming the bubble temperature and pressure as constant
except in a thin layer, were used by these authors. An and
Ying [15] proposed another complete single-bubble model,
the liquid energy equation was solved neglecting the viscous
dissipation and reaction processes, limiting the applicability
of the model. Xu et al. [14] presented a complete model in
which the radial variations of properties inside the bubble
were considered. Ad hoc equations were used to calculate
most of the gas and liquid properties; however, reactions
were not taken into account, and the heat transfer across the
interface was only approximately calculated. Lin et al. [13]
have checked the validity of different hypotheses, like the
radial pressure uniformity inside the bubble or the validity of
the Rayleigh-Plesset equation; the range of conditions under
which the homobaricity hypothesis holds has been clarified;
again, no reactions were included in this model, thus neglect-
ing an important source of inner bubble pressure gradients.

Perhaps the most similar models to the present contribu-
tion are those of Storey and Szeri [18,19], who suggested
that the main reason for the sonoluminiscence phenomenon
might be the water vapor trapped inside the bubble during
implosion; this has also been pointed out by Colussi and
Hoffmann [20]. In their work, complete single-bubble mod-
els, including chemical reactions as well as radial variations
of properties inside the bubble, were presented, using a dif-
ferent method to track the bubble interface in comparison
with the current model. However, the chemical processes
taking inside the bubble and their effect on the bubble
dynamics were not thoroughly investigated.

In this work, a detailed study of the coupled dynamics of
the cavitating bubble and the surrounding liquid is con-
ducted, including the radial dependence of the fluid vari-
ables. Important fluid processes that take place inside the gas
bubble, such as chemical reactions, and across the bubble
interface, such as the heat and mass transfer between the
inner gas and the outer liquid, are considered. Here, the full
liquid energy equation is solved and, in order to capture the
interface dynamics and the mass transfer across the bubble
interface, an arbitrary Lagrangian-Eulerian formulation is

©2007 The American Physical Society


http://dx.doi.org/10.1103/PhysRevE.75.066310

HAUKE, FUSTER, AND DOPAZO

used. Temperature, pressure, and concentration profiles are
obtained and discussed in detail, shedding light on the chem-
istry dynamics, OH formation, and water vapor concentra-
tion inside the bubble. The variable radial dependence cannot
be ignored if we wish to understand the complex dynamics
of reacting cavitating bubbles.

II. THE MATHEMATICAL MODEL

Throughout this study, the gas bubble is assumed im-
mersed in a liquid, isolated, and far away from other bubbles
or walls, so the flow inside and outside the bubble is spheri-
cally symmetric. Therefore, the appropriate coordinate sys-
tem is that of spherical coordinates, r,6,¢. Due to the
spherical symmetry, the partial derivatives of the variables
with respect to 6 and ¢ are zero, and the only velocity is
radial, v,, $0 V4=v4=0.

A. Conservation equations

The time-dependent dynamics of a reacting fluid flow, ap-
plicable to both the gas bubble and to the surrounding liquid,
is governed by the following set of partial differential
equations:

Dp , p v,

Dt P or =0 v
DDYt (r A0 4 o, (2)
p% =-p(V-v :2@ i @

where ¢ is the time coordinate, p is the fluid density, v, is the
fluid radial velocity, Y, is the mass fraction of species «, j,, diff
is the diffusive mass flux of species a, w, is the reaction rate
of the @ component, p is the pressure, 7,,., Tgs and 7,4, are
diagonal components of the viscous stress tensor, e is the
specific internal energy, ¢, is the radial heat flux, and ¢, is
the viscous dissipation function. Moreover, the temperature
will be denoted by T.

In (4) the radiation heat has been neglected. Due to the
pressure of water vapor molecules and the high temperatures
reached, this assumption might have to be reconsidered.

The position of the bubble interface is accurately tracked
through an adaptive moving mesh with velocity v”', and thus
the equations are written in the arbitrary Lagrangian-Eulerian
(ALE) framework [21,22], and the substantial (or material)
derivative is expressed as

D- o 0

- S 1) P, 5
Dt ot + U’)ar )

Note that the above partial time derivative is not at constant
spatial coordinate but at constant mesh node.
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The radial diffusive heat and mass fluxes will follow the
Fourier and Fick laws, respectively,

N
JT p
qr=—k—+ >, jilip,, (6)
o o
ay,
ja=—pD,—* (7)

or’

where « is the thermal conductivity coefficient and D, the
mass diffusion coefficient of species a.

1. Bubble equations

For the gas inside the bubble, the continuity equation (1),
together with the species equations (2), are solved. After sub-
stitution of the constitutive relations, the momentum equa-
tion (3) can be expressed as

v v ap 4 J v
ot % I S < S < _&>
Ps ot pg(vg v") or 3r or " i or
C8mbe Augdne g
3 7 3r or

In order to relate the thermodynamic properties inside the
bubble, the perfect gas state equation is assumed:

N
Y,
pg:pgROE _Tg7 (9)
a=1 Wa

where R, is the perfect gas universal constant, W, is the
molecular mass of species «, and the gas pressure p, is the
total pressure in the bubble, the sum of all partial pressures
(including the water vapor).

For a mixture of calorifically perfect gases the specific
mixture enthalphy & can be obtained as

N N T
WT) =2 Yoho=2 Ya(hfa(Tref) +f cpa(T’)dT'>.

a=1 a=1 Tref

(10)

hy, is the formation enthalpy of species « at the reference
temperature T and ¢, is the specific heat capacity at con-
stant pressure.

Using all the above constitutive and state equations, the
energy equation (4) can be transformed into an equation for
the temperature, which for the gas phase and spherical sym-
metry is

N
DT, Dp, 14 aT
—&_TFfs ., 8 :
pg 14 D[ Dt + (9 (V Kg ) 2 (hawa)

Jar o
—Ec f‘lff 4u<%—3‘1>2 (11)
P 3%\ ar r

where ¢, is the average mixture specific heat.

The substantial derivative of the pressure Dp,/Dt is re-
lated to the temperature by means of the perfect gas equation

9).

066310-2



DYNAMICS OF A SINGLE CAVITATING AND REACTING...

Chemical kinetics

In a general symbolic form, the set of reactions (or reac-
tion mechanism) that occurs inside the bubble can be repre-
sented as follows:

N N
D VaXa = 2 ViaXa (12)
a=1 a=1

where v, , and v}, are the reactant and product stoichiometric
coefficients, y, represents the chemical symbol of each com-
pound, N is the total number of compounds considered in the
mechanism, and k is the reaction number in the chemical
scheme with K reactions.

Given a reaction and a compound, the coefficient v, is
defined as

Via = Vig = Vig- (13)

If all steps (12) are elemental reactions, the chemical conver-
sion rate of the reaction k can be obtained as

N N
(=r) =kl Cla—ky I Clke (14)
a=1 a=1

where (—ry) is the reaction rate of the step k, C, is the molar
concentration, and kg and k. are the forward and reverse
reaction kinetic constants. These kinetic constants are calcu-
lated from the Arrhenius expression,

E
k(1) = A TPx exp(— R—;> (15)

where A, is the preexponential factor, S, is constant, and E;
is the activation energy.

The reaction rates of each elemental step are added to get
the global reaction rate of the compound a:

K
0= 2 (Wobial=10). (16)
k=1

B. Liquid equations

In a real liquid, variations of pressure and temperature
may cause slight changes in density, where even a few per-
cent density variation may have a profound effect on the flow
features.

In order to diminish the computational cost of the model,
the liquid continuity and momentum equations are combined
and replaced by the Rayleigh-Plesset equation [1,23], intro-
ducing the liquid compressibility effects due to Keller and
Miksis [24]. Thus, at r=R(z),

(1 - 5>RR'+ 2(1 - 5)1%2: l(1 - B)[pz—pw(t)]
c 2 3c pi ¢

R 9
.= (17)
pic ot
where R(r) is the bubble radius, ¢ is the pressure wave ve-

locity in the liquid (taken as a constant), R and R are the
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velocity and the acceleration of the interface, respectively, p,
is the liquid pressure evaluated at the interface r=R(7), p., is
the liquid pressure far away from the bubble, and p; is the
liquid density.

When the mass transfer is included, the Rayleigh-Plesset
equation must be modified to take into account this phenom-
ena, giving rise to the following ordinary differential equa-
tion at r=R(?):

R m"\ (. 4"\ 3 R 2m").,
l-——— R{R+—|+={1-—-—R
c  pc o) 2 3¢ 3pcc

mn( . " mnR)
—|R=- -

+ —_—
pi 2p; 2pc
1 R R dp
=_<1—_)[P1—Pw(t)]+__l, (18)
P c pic ot

where m" is the evaporation-condensation mass flux (see, for
instance, [25]). The value of p.(z) is a given function,

p=(t) = po+ p, cos(2mf1), (19)

where f is the frequency of the externally imposed pressure
wave and p,, is its amplitude.

In order to relate the pressures at both sides of the inter-
face, the momentum balance yields [25,26] at r=R(z)

4wR 20 (1 1
e SR 27 g1 1)
R R P Py

where the gas viscous stresses have been neglected.
The liquid energy equation, neglecting here any variation
of the density with temperature, is

DT, 1 a( ) aTZ) 4 (au, u,)"‘ e
c,——=——\r'e,— |+-uw| —-—
Picp Dt rPor L or 3”1 or r

C. Mass transfer equations

The mass balance across the bubble interface is given by

1" = po(g(R.1) = R) = pi(v/(R.1) ~ R). (22)

In this study, it will be assumed that the total mass trans-
fer across the interface is solely given by the total water mass
flux [10,12,17],

” -tot

m'" = ~JH,0 (23)

where jy,o denotes the water mass flux by evaporation and
condensation at the interface.

Cavitation is a sufficiently fast process that the equilib-
rium hypothesis may break down at the interface. For this
reason, instead of using the equilibrium concentration at r
=R(7), the mass flux across the interface is calculated by
means of the Hertz-Knudsen-Langmuir expression [27,28],
derived from the kinetic theory of gases,
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tot BPsa— pHZO)

JH,0= R, :
27— Tin
w

The saturation pressure pg, at the interface conditions is
computed using Antoine’s correlation and the water coeffi-
cients included in [29]. This correlation replaces the classical
Clausius-Clapeyron equation. Furthermore, PH,0 is the par-

(24)

;
035 if T, <350 K,

0.35 - 0.05k"V = 0.05k? + 0.025k
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tial vapor pressure of water, and 7}, the liquid temperature,
both at the interface. 8 e[0,1] is the accommodation coef-
ficient, and represents the efficiency of the total number of
molecules colliding at the interface. It is calculated as a func-
tion of T;,, interpolating the results of the molecular dynam-
ics simulations by Matsumoto with the Gregory-Newton for-
mula (as suggested in [25] to carry out bubble cavitation
simulations). The correlation used is

if 350 < T, < 500 K,

=y 005 25
p —(T,-500) if500K=<T,, <T,, 25)
T.-500
\0 ifT=T1,,
|
with .
. JH0
v (R,)=R-——. (31)
K = (ke =1) =+ [k = (m = 1)] (26) ¢ P
and The total flux of species « across the interface, ;' is calcu-
lated as the sum of the advective flux 7 and the diffusive
= Tin 7 (27) flux j9. Therefore, the balance at r=R(r) implies
S50
- 1yl ! (9_Yil 18 ga_va

where T is the critical temperature. MY o= piDg o MY = peDyg ar’ (32)

During the collapse it is possible to reach supercritical
conditions. As has been discussed by other authors [10], it
can be considered that there is no water mass flux when the
temperature at the interface is higher than the critical tem-
perature. The short period during which those conditions are
attained will have a negligible effect in the calculation of the
bubble dynamics.

D. Additional boundary conditions

At the bubble center, spherical symmetry implies no ra-
dial gradient, i.e.,

r=0,
ar or or

Vot (28)

Moreover, the velocity at the center of the bubble is zero:

v,=0, r=0, V1t (29)
and

v

—£=0, r=0, V. (30)

ar

From the continuity condition at the interface (22), the

evaporation flux (24), and the interface velocity R, calculated
from (17), the gas velocity at the interface v,(R,?) can be
obtained as

where the superscripts g and / indicate the gas and liquid
phases, respectively.

As in the current model only water is considered in the
liquid (i.e., Y1H20=1, Y. =0V a#H,0), the equation can be
written as

-yl .1 ﬁYga
m"Y = m"Y% - p, DS —, (33)
ar
where m" can be related to the velocities at the interface by
means of the mass balance (22), and D, is the diffusion
coefficient. Substituting in (33) and reorganizing terms, at r
=R(1),
. ars,
jt;t:pg(vg_R)Yi_pgDa;, (34)

where j'' is the variable that is imposed to solve the indi-
vidual component equations (2), and the water mass flux is
set by means of (24). Therefore, this model assumes that the

TABLE 1. Initial species concentrations inside the bubble.

Species Molar fraction Mass fraction
Ar 0.954 0.979
H,0 0.046 0.021
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FIG. 1. (Color online) Zoom to the first series
of peaks.
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flux of other species across the bubble interface is negligible.
The heat balance at the interface establishes the relation
among the heat fluxes on the liquid and gas sides:

N 1
T, . Y,
Rt (- Rpihy— p 2 HL,D, ar
a=1
N
aT : e
== 4 (0= R)pgh pggl DL, (35)

which can be approximated by using the latent heat of
evaporation,

aT, oT )
K]; = ng + AHvapJHZO’ r= R(;). (36)

The variation of the enthalpy of vaporization with the tem-
perature, AH,,,, is calculated from the Watson equation [30],

T T \038
AH, =AH’ (—) ,

. 37
vap vap Tc_ pr ( )
where Ty, is the normal boiling point.

The numerical procedure assumes a continuous tempera-
ture profile across the interface. Although this hypothesis can
be questioned when the evaporation fluxes are very high dur-
ing the implosion, it is considered as a first approximation
that its effect on the results is negligible.

3.5 T T

currclant model I
3 g Gong model

2.5

2

R/R,

1.5

1

0.5

0 Il Il Il Il
0.0 10.0 20.0 30.0 40.0

Time (us)

50.0

FIG. 2. (Color online) Bubble radius evolution.

45.0

In the literature, there are many available models to pre-
dict the temperature jump at the interface, which, however,
for a given evaporation flux, predict very scattered values of
the temperature jump. Moreover all of these correlations are
a function of the accommodation coefficient, which increases
the uncertainty of the results given by such correlations. The
numerical procedure assumes, thus, a continuous tempera-
ture profile across the interface,

T,=T, r=R(). (38)

Finally, one more condition is required to solve the energy
equation. This is selected as the liquid temperature far away
from the bubble, which can be considered constant and equal
to the bulk liquid temperature. Thus,

T,=T. (39)

(r— ).

The fluid velocity at the interface, which is used as a
boundary condition to solve the momentum equation in the
gas phase, is related to the interface velocity and the evapo-
ration flux. Indeed, Eq. (31) determines the velocity of the

gas once R and Ju,o are calculated.

E. Initial conditions

In order to specify the initial conditions it is assumed that
the bubble is initially in equilibrium with the surrounding

0.085 T T

T T
current model

0.080 - Gong model j |

0.075 | b

0.070 | b

P (atm)

0.065 | i
0.060 [ b

0.055 1 1 1 1 1

FIG. 3. (Color online) Radial pressure profile inside the bubble
during the expansion (r=1.47 X 107 s).
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FIG. 4. (Color online) Radial temperature profile inside the
bubble during the expansion (r=1.47 X 107 s).

liquid and there is no gradient associated with any of the
problem variables. This implies that the initial interface ve-

locity is zero (R=0), the bubble temperature is constant and
equal to the liquid temperature, and the initial fluid velocities
are zero. The liquid pressure far away from the bubble, p.., is
given, so the initial internal bubble pressure can be calcu-
lated by means of the momentum balance at the interface
from Eq. (20). The initial gas density can be calculated from
the bubble pressure and temperature. Finally, the initial con-
centrations are specified data, with the exception of the water
concentration, which is calculated from the equilibrium
conditions.

F. Solution method

The above nonlinear system of coupled partial differential
equations is solved with an ALE [21] finite element method
combined with a 5/6-order Fehlberg Runge-Kutta method
(including the Cash and Karp modification) with adaptive
time step and error control [31].

The CHEMKIN package has been used to calculate the dif-
ferent properties as a function of the composition, concentra-
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FIG. 5. (Color online) Temperature profile in the gas and liquid
during the implosion.

tion, and thermodynamic properties. This package contains a
database with the thermodynamic information for different
substances, and it allows one to introduce new compounds if
the required information is known.

In general, the diffusion coefficients depend on pressure,
temperature, and chemical concentrations, w(p,T,Y,),
x(p,T,Y,), and D (p,T,Y,). However, the numerical simu-
lations show that the gas viscosity variation has an insignifi-
cant influence on the final results, and therefore, in order to
reduce the CPU time, the viscosity was taken as a constant.
The same reasoning can be applied to the liquid, where the
conditions are not as extreme as inside the bubble.

Likewise for the thermal conductivity, the hypothesis of
constant thermal conductivity can be used during the whole
simulation except at the bubble implosion. But at that time,
the critical conditions are generally exceeded inside the
bubble, creating a high uncertainty in its evaluation. Further-
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FIG. 7. (Color online) Argon bubble with dis-
sociation. Influence of the dissociation reactions
on the temperature evolution at the main peak.
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more, studies by other authors show that the temperature
dependence of the thermal conductivity has a negligible in-
fluence on the solution.

Finally, the diffusion coefficients D, have been computed
from the CHEMKIN physical properties database, taking into
account the temperature and concentration dependence.

III. DYNAMICS OF ULTRASOUND-INDUCED
CAVITATING BUBBLES

In order to illustrate the potential of the present model,
three examples are considered. The first two consist of an
argon bubble with and without dissociation reactions, respec-
tively. In these first two examples, the water vapor content
inside the bubble originates from mass transfer across the
bubble interface. In the third example, combustion reactions
of H, and O, are studied inside a bubble with Ar and water
content.

A. Inert argon bubble

The first example consists of the simulation of an inert Ar
plus H,O bubble, weakly excited by a pressure amplitude of
p,=1.2atm at a frequency of f=22.3 kHz. The bubble has an
initial radius of 19.3 um and the initial concentrations are
included in Table 1.

Figure 1 compares the bubble temperature at its center, at
its interface, and the average value, obtained by the present
model and that of Gong [11], where constant properties in-

26.20

side the gas bubble are assumed, no mass transfer at r
=R(z) is accounted for, and the heat transfer across the inter-
face is calculated approximately from transport coefficients.
Significant differences between the two models are apparent
in the peak temperatures as well as in the times of the occur-
rence of the spikes.

The results in [11] allow the forcing pressure in the liquid
to go below its vapor pressure, which may be unphysical.
This artificially boosts the maximum temperatures and pres-
sures inside the bubble. On the other hand, in this work the
driving pressures are limited to be always above the fluid
vapor pressure.

A zoom to the first series of rebounds is depicted in Fig. 1,
where history effects are diminished and the influence of
modeling is stressed. Since the present model includes the
radial variation of the fluid variables and interface transport
phenomena, it is expected to yield more realistic tempera-
tures than that of Gong. In particular, the present model pre-
dicts larger temperatures at the center of the bubble, but
lower temperatures at the interface, due to the cooling effect
caused by the liquid. Thus, the temperature at the interface
(around 500 K) is lowered to values reported by other
authors [2].

The reason for the larger temperatures at r=0 calculated
by the current model (shown in Fig. 1) can be seen in Figs.
2—4. During the initial preimplosion expansion, the Gong
model uses a spatially uniform pressure inside the bubble,
which at the interface and during the expansion is lower than
the actual pressure, reducing the maximum bubble radius.
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evaporation flux i
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& 0250 15 E
S 0.200 0 o2
= 0.150 53
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Time (us) FIG 8. (Color online) Argon b}1bble w%th dis-
0.035 ‘ sociation. Zoom of the concentrations during the
' center first peak series, including the evaporation rate.

g 0o0s0r interphase
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'é 0.020
£ 0.015
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o
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0.000 | | | I |
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TABLE II. Initial concentrations for a reacting bubble.

Compound Molar fraction Mass fraction
Ar 0.365 0.479
H,0 0.036 0.021
0, 0.468 0.491
H, 0.131 0.009

However, in the present model, the pressure does not de-
crease so fast for two reasons. On the one side, the liquid
thermal boundary layer transfers heat to the interface, raising
the gas pressure. On the other hand, the evaporation process
tends also to increase the gas density and the gas pressure.
The latter enhances the expansion process, which later makes
the collapse more violent.

The pressure within the bubble displays a large degree of
spatial uniformity during most of the evolution time. How-
ever, as the characteristic times for evaporation and for pres-
sure wave propagation become of the same order, a slight
increase of pressure appears at r=R(¢), as is depicted in Fig.
3 (for t=1.47 X 1073 s). This behavior does not appear in the
absence of mass transfer across the interface. Due to the
evaporation process, there is a net flux inward to the bubble
at r=R(r) that locally increases the density and pressure
there. A pressure of the order of 3% higher than at r=0 is
predicted at the grid point coinciding with the interface; this
has an effect on the bubble dynamics. Higher pressure at the
interface produces larger expansions, as can be seen in Fig.
2. Therefore, the current model predicts a more intense ex-
pansion process and, consequently, larger radii. This feature
of the present model is consistent with the finding of Lin ef
al. [13] on pressure spatial uniformity within the bubble.

The gas and liquid temperature fields are displayed in Fig.
5 when the temperature reaches the maximum peak during
the second series of rebounds. Inside the gas, the temperature
varies across the whole bubble radius. In the liquid, the ther-
mal boundary layer thickness is of the order of magnitude of
the bubble radius. Clearly, for an accurate heat transfer pre-
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diction, the time-dependent radial variation of temperature
across the fluids cannot be neglected.

The prediction of the radial profiles allows us to establish
the different stages of evaporation and condensation which
occur at the interface (Fig. 6). Note that the evaporation and
condensation rates might be critically dependent upon Eq.
(24), used in this work. Consideration of the radiation heat
transfer from the emitting molecules (mainly water vapor)
within the bubble toward the interface might also signifi-
cantly alter the present picture, which should only be consid-
ered as a first approximation to a complicated phenomenon.

During most of the expansion, evaporation is produced as
a consequence of the low pressure at the interface. Then,
bubble expansion is followed by compression, where the
high pressures induce condensation conditions at r=R(¢). Af-
ter the bubble collapses (point of minimum bubble radius),
condensation is still predicted during the first moments of the
expansion process. But as the interface pressure decreases
below the equilibrium pressure, evaporation is predicted
again, to repeat the cycle.

In this case, condensation conditions have been predicted
during the whole compression stage; however, it has been
found that this process is strongly influenced by the rate of
change of temperature and pressure at r=R(f). Increases of
these two properties have opposite effects on the evaporation
and condensation processes. High temperatures tends to
evaporate liquid water whereas high gas pressures enhance
water vapor condensation. For this reason, depending on
which effect dominates, either evaporation or condensation is
predicted at the interface. This feature has been observed in
the results obtained by the current model. In particular, the
value of C,; has an impact on which of the two effects is
more relevant. For instance, lower C,; values imply higher
interface temperatures during the compression stage, en-
abling evaporation during the implosion. However, at values
of C,; around the liquid water value, the temperatures at the
interface are lower, and the high pressure at the interface
produces condensation during the compression stage.

Although the value of C,; has been used to artificially
modify the relevance of temperature increments over pres-

4500 — : :
—. 4000 r S center temperature i
< 3500 - -, bubble radius i
© 3000 - \ lg
2 2500 an 2
@ 2000  / 5
2 1500 | o
o
5 1000
500
0 L e
0.0 20.0 40.0 60.0 0.0 100.0 120.0 140.0 160.0 180.0
Time (us) FIG. 9. (Color online) Reacting bubble. Tem-
1 poral evolution of the temperature and molar con-
3 hydrogen centrations at the bubble center
S o8¢ i
e
c 06 i
i)
k3] . S i
g
ks il
(] [ o i

20.0 40.0 60.0

Time (us)

80.0 100.0 120.0 140.0 160.0 180.0

066310-8



DYNAMICS OF A SINGLE CAVITATING AND REACTING...

PHYSICAL REVIEW E 75, 066310 (2007)

FIG. 10. (Color online) Reacting bubble.
Temporal evolution of hydrogen molar concen-
tration in the bubble.
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sure increments, it is important to remark that any process
which makes the interface temperature increase more quickly
than the pressure can have a similar influence on the evapo-
ration and condensation processes at r=R(z). In this way,
perhaps some processes such as radiation, which have been
not taken into account, might have significant effect upon the
evaporation and condensation.

One of the advantages of the present model is the capa-
bility of predicting dynamic water vapor interface transport
and concentration profiles inside the bubble. Although the
initial models neglected the water content inside the bubble,
Moss et al. [32] showed that the water concentration inside
the bubble is one of the most sensitive parameters to deter-
mine the emission from a sonoluminiscence bubble. The
model by Storey and Szeri [16] was the first able to predict
water concentrations, and it was found that the water vapor is
trapped inside the bubble due to the short time of the col-
lapse. According to them, the water vapor inside the bubble
does not have enough time to diffuse toward the interface,
where condensation conditions are predicted during the
whole compression stage, which is in agreement with the
present results.

In general, mass transfer decreases the fluid temperature
at the interface. When mass transfer is taken into account
solely in the energy equation, this is basically the only physi-
cal consequence, which manifests very strongly. However,
when mass transfer is considered in all the equations, the
physical effects become more intricate. For instance, during
the bubble implosion, there is condensation, which modifies
the calculated bubble dynamic behavior.

B. Argon bubble with dissociation reactions

This case is identical to that of the previous section, but
allowing for dissociation reactions. The H, and O, chemical
kinetics is also used for the reacting H, and O, bubble (Sec.
IIT C), since this mechanism includes dissociation reactions.
At around 3000 K water molecules begin to dissociate into

0.09

50

OH and H [20,33]. This dissociation is an endothermic pro-
cess that reduces the temperature at the implosion (see Fig.
7). During the expansion, the radicals recombine through an
exothermic process. However, this process is shown not to
greatly influence the calculated temperatures, at least for the
considered cases. As the temperature increases, this phenom-
enon is more relevant to the dynamics of the bubble.

Despite having no great effect in the temperature profiles,
the reaction mechanism allows us to predict OH concentra-
tions inside the bubble. The OH concentration gives an esti-
mate of the dissociation and the effectiveness of the bubble
as a microreactor.

However, as the concentration of OH depends on the wa-
ter concentration, models with no evaporative mass transfer,
like [11], cannot predict correctly the evolution of this radi-
cal nor the dissociation process. For instance, for an argon
bubble, models with no evaporative mass transfer through
the interface would predict a zero concentration of water. For
bubbles with other initial chemical concentrations, the OH
evolution will depend on the chemical kinetics and on the
initial water concentration. Thus, in the current model, the
radial variation of the water composition inside the bubble
and the mass transfer across the interface allow improvement
in the computation of OH profiles.

As the concentration of OH depends on water concentra-
tion, these models are not able to predict the dissociation
correctly. However, in the current model, the radial variation
of the water composition inside the bubble and the mass
transfer across the interface allow some improvement in the
computation of OH profiles. Note that the increment of water
concentration during the evaporation stage (as commented in
the previous subsection) enhances OH formation.

Figure 8 shows that the OH concentration is much more
important at the center than at the interface, where, due to the
low temperature, no dissociation reactions take place. Thus,
the presence of OH at the interface can be accounted for only
by diffusion transport from the bubble center.
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FIG. 11. (Color online) Reacting bubble.
Comparison among the OH molar concentrations
in each peak series.
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FIG. 12. (Color online) Main peak of the first series of re-
bounds. Liquid and gas temperature profiles during the bubble
collapse.
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FIG. 13. (Color online) Main peak of the first series of re-
bounds. Pressure profile during the bubble collapse.
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FIG. 14. (Color online) Main peak of the first series of re-
bounds. Radial distribution of reaction heat and hydrogen molar
fraction.

C. Reacting Ar, H,, O,, H,O bubble

The third example consists of the simulation of an Ar, H,,
0,, and H,O reacting bubble, with a sonochemical excitation
of p,=1.2 atm and f=22.3 kHz.

The aim of this section is at showing different reaction
processes that can occur in a bubble. It is important to re-
mark that no reliable chemical data are available for tem-
peratures higher than 3000 K. As a first approximation, and
due to the short duration of such conditions, it has been
decided to extrapolate the calculated chemical reaction rates,
being aware of the uncertainty and some loss of accuracy.
However, this should be considered as an attempt at studying
the chemical phenomena that take place inside the bubble.

The initial radius is 19.3 um and the starting concentra-
tions are included in Table II.

CHEMKIN is used with the mechanism of Allen et al. [34]
extracted from Akbar et al. [35]. This mechanism uses nine
compounds (H, H,, O, OH, O,, OH,, H,0, H,0,, and Ar)
and 26 elemental equations (including third-body reactions
and SRI pressure-dependent reactions).

As will be seen, the Gong model predicts the complete
consumption of the H, at the first implosion, whereas in the
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FIG. 15. (Color online) Main peak of the first series of re-
bounds. OH molar fraction profile during the bubble collapse.

present model only a fraction reacts. Therefore, the faster
conversion predicted by Gong increases the heat release dur-
ing the first peak. For this reason, although the compression
is not so violent in the Gong model, the higher heat genera-
tion increases the temperature at the center up to the same
value predicted by the current model.

Figure 9 shows that the peak temperatures are attained at
the minimum bubble radii, where, simultaneously, the reac-
tion processes take place, consuming H, and O, and produc-
ing water.

As the temperature and pressure rise, the strong radial
dependence of the reaction rates prevents all the hydrogen
from being consumed during the first implosion. At the in-
terface the reaction rates are much slower than at the center,
producing a strong gradient in the hydrogen composition.

During the expansion, the hydrogen not consumed near
the interface diffuses to the center very quickly because of
the large concentration gradient. When the next implosion
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occurs, the hydrogen at the bubble center reacts very quickly
again, while the reaction rate at the interface is much slower.
Thus, the hydrogen is not consumed in one step, as in the
Gong model, but takes two cycles to disappear.

After that, the bubble enters an approximately periodic
state. Figure 10 shows in more detail the hydrogen temporal
evolution at the center and at the interface, which is also
compared to the results of Gong.

Figure 11 shows the OH production. Again, the uniform
model predicts that the reaction should occur at the first
peak, showing little dissociation thereafter. However, be-
cause of the mass transfer across the interface, the present
model is able to supply and remove water and enhance the
OH production.

A more detailed analysis will be presented below.

The next set of figures depicts space-time contour plots of
the flow field. The following three cases can be found de-
pending on the reactant concentration: (1) None of the reac-
tants (H, and O,) are consumed during the collapse. (2) The
limiting reactant is consumed before the maximum compres-
sion is reached (which can be due to a high reaction rate or a
low reactant concentration). (3) There are no reactants and
only dissociation reactions occur. This is the case of the Ar
bubble.

The following series of rebounds capture the above cases
clearly. In Figs. 12—16 the hydrogen is consumed neither at
the bubble center nor at the interface. There are different
stages in the implosion-expansion process. At the beginning
of the compression stage there is a dissociation of the water
molecules at the center (which is an endothermic process)
while at the interface such conditions are not achieved. The
radicals diffuse toward the interface, where dissociation con-
ditions are not met (due to the lower temperatures) and exo-
thermic association processes take place (yellow reaction
heat).

When the temperature and pressure are high enough to
begin the hydrogen-oxygen combustion, the exothermic pro-
cesses become more relevant. As a general rule, such condi-
tions are reached before the maximum compression moment.
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FIG. 16. (Color online) Evolution of the con-
centrations and reaction heat in the main peak of
the first series.
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Then, a very quick consumption of hydrogen starts at the
center and advances toward the interface, even during the
expansion, until the temperature and pressure are lowered to
values at which the reaction cannot take place.

Figures 17 and 18 show the radial dependence of the fluid
variables and chemical concentrations at a particular moment
during the expansion, when reaction is occurring.

As the reaction heat g can vary by several orders of mag-
nitude and can be either positive (exothermic reaction) or
negative (endothermic reaction), the modified expression

. gl >1,
lg| <1,

sgn(g)log;olg

0. (40)

has been used to portray the heat release in a logarithmic
scale with its sign.

From the heat release profile, two reaction zones can be
observed inside the bubble, separated by the flame front
(characterized by a large reaction heat).

As a consequence of the more extreme conditions at the
bubble center, the hydrogen (the limiting reactant in this par-
ticular case) reacts at the bubble center sooner than at the
interface, causing the flame front to propagate toward the
interface. At the bubble center, because of the combustion,
the hydrogen has been practically exhausted, the concentra-
tion of O, has decreased, and that of water, a reaction prod-
uct, has increased. The positive heat release is a consequence
of the slight temperature decrease caused by the expansion
process, which modifies the equilibrium, causing the formed
radicals to recombine in an exothermic process.

The combustion process raises the temperature (Fig. 18),
producing a high radial temperature gradient at the flame
front. The linear velocity profile around the center is in
agreement with the uniform density profile there.

Oxygen molar fraction
Water molar fraction

Moreover, at the interface a thin boundary layer is ob-
served due to evaporative mass transfer. During these initial
expansion moments, an evaporation flux is predicted, lower-
ing the concentrations of all components except that of wa-
ter. This mass flux is responsible for the sharp increase of
density and pressure at r=R(r).

The effect of the reaction in the bubble dynamics is higher
when the reaction rate is faster (normally due to higher tem-
perature). The higher the temperature, the more important the
reaction processes inside the bubble become.

In the third series of rebounds, (Figs. 19 and 20), when all
reactants are completely exhausted, the bubble contains
mainly water and argon. This situation is analogous to the
argon bubble when dissociation processes are taken into ac-
count. Water molecules dissociate during the compression
and afterward a recombination of the radicals occurs when
the bubble grows. As the conditions at the center are more
extreme than at the interface, there is a strong gradient of
radicals, which diffuse to the interface. As the conditions at
r=R(t) are not as severe as at r=0, the radicals react to
produce elemental water molecules, and, thus, a positive re-
action heat flux appears at the interface (within a very thin
boundary layer).

Very important radial variations of the properties are evi-
dent. If reaction processes are included, exothermic and en-
dothermic zones can simultaneously coexist inside the
bubble, inducing important gradients of concentrations.

IV. CONCLUSIONS

This paper numerically simulates the dynamics of ultra-
sound cavitating bubbles, including the radial variation of the
fluid variables, both in the gas and in the liquid. Inside the
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FIG. 19. (Color online) Main peak of the third series of re-
bounds. OH molar fraction profile during the bubble collapse.

bubble, the full reacting Navier-Stokes equations have been
solved, whereas in the liquid, the complete energy equation
together with a Rayeigh-Plesset equation have been used.

The dynamics have been coupled to thermochemical and
transport phenomena across the bubble interface. To enhance
the accuracy of the interface dynamics, an arbitrary
Lagrangian-Eulerian formulation is implemented. Thus, tem-
peratures at the interface are predicted without relying on
empirical heat transfer coefficients. Accurate simulations of
mass transfer across the bubble interface including water
evaporation and condensation, vital in order to predict the
OH formation, are also possible.

The model has been applied to an inert Ar bubble, an
Ar-H,O bubble with dissociation reactions, and a reacting
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H,-O,-Ar bubble. Space-time distributions of all the fluid
variables have been predicted along several series of re-
bounds during both expansion and implosion phases.

Although the hypothesis of pressure uniformity has been
confirmed for an inert bubble, it has been shown that mass
transfer can slightly increase the gas interfacial pressure, pro-
ducing larger bubble radii and stronger bubble implosions.
Moreover, it has been found that reaction processes can in-
duce important pressure gradients inside the bubble during
the implosion. These pressure differences will depend on the
reactions and the concentrations.

The results show that the radial dependence cannot be
ignored if an accurate description of the chemistry inside the
bubble is sought; the variation of the properties inside the
bubble has an important impact on the progress of the chemi-
cal reactions, the consumption of reactants, and the produc-
tion of radicals. For the reacting bubble, the radial distribu-
tion of the reaction rate modifies all variable profiles.

Different reaction zones have been encountered inside the
bubble, where endothermic and exothermic processes can si-
multaneously take place. The radicals formed at the center in
an endothermic process diffuse toward the interface, where
they are recombined exothermically. When combustion oc-
curs, it starts at the center, where the conditions are more
extreme; the limiting reactant is exhausted at the center ear-
lier than at the interface. It is then possible to find endother-
mic zones at the bubble center if the reactants have been
exhausted before flame front propagation.

The evaporation and condensation have also been seen to
determine the temperature at the interface, and the water con-
tent inside the bubble. Furthermore, they are responsible for
decreasing the interface temperature (and increasing the lig-
uid temperature) to values in agreement with experimental
observations. Some results on stages of evaporation and con-
densation along a rebound have been presented. This work
predicts that during the rebounds complex condensation and
evaporation patterns can take place. This is essential in order
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FIG. 20. (Color online) Evolution of the con-
centrations and reaction heat in the main peak of
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to feed water into the bubble, as well as to predict the OH
formation. For the cases analyzed, with water as the liquid, it
has been found that, approximately, bubble compression is
coupled with condensation and bubble expansion with
evaporation.
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