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Equation of motion for coarse-grained simulation based on microscopic description
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We have derived an equation of motion for coarse-grained particles by using a projection operator. Because
the derived coarse-grained equation is based on microscopic description, it can be the basis for models of
various coarse-grained simulations. We show that by substitution of random forces into fluctuating forces in the
coarse-grained equation, the equations for Brownian dynamics and dissipative particle dynamics are

reproduced.
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I. INTRODUCTION

Many concepts of new types of advanced materials have
recently been proposed, i.e., nanomaterials, porous and me-
soporous materials, multilayered membranes, self-assembled
materials, biomimetic materials, structure and morphology
controlled materials, etc. Most of them are based on a char-
acteristic structure describable within the scale of the assem-
bly of molecules. This scale is typically 10—100 nm, possi-
bly including 100 or more numbers in terms of small
molecules, and they can construct larger scale structures or
morphologies. Because the characteristics of the above ad-
vanced materials strongly depend on the structure on such a
scale, the medium focused on should not be considered as a
homogeneous one. When the lifetime or the degradation of
practical materials is considered, the inhomogeneity is an
indispensable term. Considering destruction by metal fatigue
as a typical example, it is easy to find the importance of the
inhomogeneity in usually available materials. In addition to
such an example, there are many interesting phenomena in
complex materials which often span a range of length and
time scales far beyond the molecular scales.

At the present time, full atomistic molecular dynamics
(MD) simulations are mostly incapable of handling the entire
perspective of the phenomena in complex materials. Coarse
graining of the description of the complex materials is a po-
tent candidate as a tool to tackle such phenomena. In the case
where a set of degrees of freedom (DOF) in the molecular
assembled system is thought to be unessential in the phe-
nomena of interest, the set of DOFs may be eliminated by
averaging out. The elimination of the uninteresting DOFs is a
common starting point of the coarse-grained (CG) simula-
tion. Recently, CG simulations such as dynamic density
functional (or dynamic mean-field) (DMF), Brownian dy-
namics (BD), dissipative particle dynamics (DPD), and so on
have been widely applied to various complex materials
[1-9]. These coarse-graining methods are based on physical
considerations; however, most of these methods are ad hoc
in nature. For awareness of the applicable scope and useful
extension of the CG simulations, derivations of coarse-
grained equations for the CG simulations should be evident.

The term “coarse graining” has been regularly used to
describe macroscopic properties of the objective system in
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standard statistical mechanics [10-12]. Let us divide here the
hierarchy of phenomena in the system into two levels; the
upper level and lower level; the upper one expresses rather
extensive and coarse information on structures and/or states,
and the lower one explicitly includes more detailed informa-
tion on structures and/or states. We do not need all of the
detailed information, but some kind of averaged information
is needed to represent the quantity of material on the upper
level. The procedure for obtaining such information is coarse
graining, and it corresponds to extracting a DOF concerning
the survey of physical properties for the investigation by
averaging out the other DOFs. The procedure for coarse
graining seems to have already been established in standard
statistical mechanics. Unfortunately, the standard coarse-
graining procedure in statistical mechanics has still not ful-
filled the requirement for constructing a simulation method
for mesoscopically inhomogeneous structures. Well-
established procedures would be useful to analyze the entire
macroscopic properties of the system based on a microscopic
nature. In order to construct a procedure for mesoscopic
structure simulations, it should be required to find a coarse-
graining procedure having explicit relations between differ-
ent regions at the hierarchy of the extensive (upper) level of
mesoscopic structures. The standard Langevin equation ex-
presses the motion of a Brownian particle but it includes
unexplicit information about the correlation between differ-
ent particles. BD is a method of simulating dynamics in as-
semblies of Brownian particles based on introducing a mean
force term into the standard Langevin equation. Although it
supplies a useful technique for simulating mesoscopically
inhomogeneous structural formations, there is no explicit in-
formation about atomistic scale properties in this method.

Recently, many investigations on the characteristics of
CG simulation, especially of the DPD, have been reported.
Some of them focused on the origin of a “soft” force in its
expression [13—15]. The others mentioned availability of its
rather wider time steps [16,17]. While such investigations are
progressing, the inevitability of those studies seems to be
caused by the lack of knowledge of the explicit relation be-
tween different neighboring hierarchies.

Within the standard statistical mechanics, the projection
operator method is a useful tool for coarse graining as an
elimination of fast variables [10,18,19]. Although general
formulation is given for the coarse graining by the projection
operator, there seems to be a lack of linkage between these
formulations and conventional coarse grained simulation
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methods. Kampen and Oppenheim derived the equation for
Brownian motion for a single Brownian particle from first
principles [20]. Coarse-grained equations for a single chain
in a polymer melt [21], a one-dimensional harmonic chain
[22], and three-dimensional harmonic lattices [23] are also
derived using the projection operator method. Because these
derivations are for specific systems and a part of them fo-
cuses on a local system without explicit information on the
correlation between different CG particles, further discussion
should be advanced.

In the present study, we derived the equation of motion
for the coarse-grained particles from microscopic description
via the projection operator method. The derived coarse-
grained equation of motion consists of so-called mean-force
and friction-force terms and a term originating from micro-
scopic definite processes fluctuating around the most prob-
able situations. When we assume that the last term can be
expressed by some kind of random process, we can call this
term a “random force” term. The resultant equation of mo-
tion is capable of retaining the relation between microscopic
and coarse-grained equations of motion without making the
assumption of random force. Any kind of statistical mechani-
cal processes can be adopted here in the resultant CG equa-
tion of motion. To make sure of the generality of the result-
ant equation of motion, we examine the resultant equation in
relation to the previous phenomenological equations of mo-
tion such as BD and DPD. As a conclusion, the resultant CG
equation of motion comprehends several basic equations for
previous CG simulation methods based on a priori coarse-
grained particle models. The present expression is expectedly
useful not only as a general formula of a CG equation of
motion but also as a tool for analyzing the properties of
several kinds of CG methods because it retains the explicit
relation between microscopic and coarse-grained conditions.

This paper is organized as follows. In Sec. II, we present
derivation of an equation of motion for CG particles. In Sec.
II, we discuss the relation between the resultant equation
and a conventional coarse-grained simulation such as
Brownian dynamics and dissipative particle dynamics. Fi-
nally in Sec. IV, some concluding remarks are presented.

I1. DERIVATION OF COARSE-GRAINED EQUATION
OF MOTION

Our purpose is to derive the equation of motion for
coarse-grained particles. For simplicity, we consider a sys-
tem of monoatomic molecules. The idea of coarse graining is
to divide the total N, atoms into N groups (or clusters), which
consist of n,, (a=1,...,N) atoms and to regard atom groups
as coarse-grained particles. A schematic picture is shown in
Fig. 1. In this section, we derive the equation of motion for
the coarse-grained particles by using the projection operator
method [10,11]. The outline of the derivation is similar to
Schweizer’s derivation of a generalized Langevin equation
for a polymer in a melt [26]; however, the extracted degree
of freedom in our derivation is different. In this study, we
focus on center of mass of the coarse-grained particles.

We start from an atomistically well-defined N,-particle
system, the Hamiltonian of which is written by the all atom-
istic degree of freedom as follows:
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FIG. 1. Schematic picture of coarse-grained particles. Small and
large circles show atoms and coarse-grained particles, respectively.
In this figure, three clusters of atoms as coarse-grained particles,
white (a), gray (), and black (), are shown.

H=K+U, (1)
N ng, 2
k=33 Je, 2
a=1 i=1 “Mqj
1
U=§ > 2¢(|"ai—"5j|)- (3)
a.B i,j
(ai)#(B))

Hereafter, «,f,... denote indices for coarse-grained par-
ticles, and i,j,... for atoms in coarse-grained particles, re-
spectively. The trajectory of the system I'(£) ={F (1) ,p (1)}
is determined completely by Hamilton’s equation of motion.
We introduce the phase-space density for all the atoms,

fE@:T) = 800 = T) = [ 1 8Fai(0) = roi) b oit) =P
“

which is a generalization of the phase-space density appear-
ing in the kinetic theory for dilute and moderately dense

gases [24-26]. I" denotes the phase-space coordinate of the
system, and I the corresponding field variables [26,27]. If
the full atomistic information is not required, a description of
the system by coordinates and momenta of the center of
mass (COM) of the coarse-grained particles can be em-
ployed,

R,=—"—, (5)

i)azzﬁai? (6)
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M a= 2 my;. (7)
i

For the description by I',()={R,.P,}, we also define the
phase-space density for the COMs,

f(Ly(1);T) = 8(@(r)-T))
=[] 6(R,(1) -R)SP(1)-P,). (8)

The phase-space of the atomistic coordinates and the COM
coordinates are referred to as I" space and I'y space, respec-
tively. The phase-space density fs(f‘s(t) ;I'y) depend on 7 via
the phase point {#,;(z),p,(¢)}. The motion of them is deter-
mined by Hamilton’s equation; dF/dt=dH/dp,dp/dt
=0H/ dr. Hence the time evolution of f; along the trajectory
in the I" space is written as

(d%)rfﬁ-zz{"”, 0. f;}fs

a i ai'at aﬁw @ai (9]’&,
.9 P, 9
= Fa .t fs
@ ) o a O o
R PRI R P
= - —_— —_— — = l s
~\*“ o, M, JR,|"’ '
where
. & U
F,=- 10
z 07;‘&[ ( )

is the sum of the force acting on atoms belonging to a
coarse-grained particle . The Liouville operator in the T’
space is defined as

. 9 P, 0
L =-S{F 2422 2 ¢ 1
s 2{ “ap. " M, aRa} (1)

a

We introduced a Hilbert space representation which consists
of dynamical variables. To construct the Hilbert space, we
must define the scalar product. A conventional definition of
the scalar product is given by a correlation function in the
canonical ensemble [11],

(A,B) = (A(D)B(I")) = f dTAM)BMW(I),  (12)

where ‘l’(f‘) =¢™P!/Z is the equilibrium distribution function.
Let us consider a dynamical variable g(f‘(t)). We divide
g(f‘(t)) into two parts,

g(T(1) = gp(I'(1)) + go(T'(1)), (13)

and assume that gp(f‘(t)) can be expanded by a “basis set”
{fs(Ts(15):Ts)} as follows:
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8P(f(f))=JdFéC(Fé)fs(fs(t0)§F§), (14)

where C(I'g) is the expansion coefficient. By taking the sca-
lar product of both sides of the above equation with

fs(fs(to);Fs), we obtain the coefficient in the form
C(ry = f dTs(fs(Ts(t0): Ts)gp(T (1))

X (fs(Ts(10):Te)fs(Ts(10); T (15)

Substitution of the expansion coefficient and using an as-
sumption

(fs(Ts(to);T)go(T(1)) =0 (16)

yields the definition of the projection operator P of a phase
function g(I'(#)) onto the T, space in the form

Pe((1) = gp(T(1) = f dT' j dTefs(Ds(to):T8)

X{fs(Ts(te); T§)fs(Ts(te); TH)™
X{fs(Ts(te); T @)).  (17)

Note that the resultant Pg(f‘(t)) depends only on the f‘s(t)
explicitly. It is also worth noting that the time correlation
(fs(f‘s(to);F's')g(f‘(t)D in the integrand is the origin of
memory terms in the coarse-grained equation which will be
derived in this paper. This form is a generalization of the
projection operator in the kinetic theory [24-26]. The as-
sumption (16) means that time scales of motion in the I'g
space and I' space are separable. For a proper definition of
CG particles, this assumption can be reasonable.

The equilibrium distribution functions in the I'; space are
defined as

w(ly) = % J dl 8T~ T)e P! (18)
=w(R)D(P), (19)
where
f A"+ SR - R)e PV
o(R) = . (20)
f dVfe BY
and

f d"pS(P - P)ePK
O(P) = . (21)

f de\e—BK

Thus we can write

051109-3



TOMOYUKI KINJO AND SHI-AKI HYODO

(fs(Ts(te); THfs(Ts(te); Ty = ST =T u(T)). (22)
Note that the inverse “matrix” is
[6(x—x")]" = 8x—x'). (23)

Thus Eq. (17) can be written as

f dl (1%~ Tg(1)) g (B (1)) e PHT)

Pe(l'(1) = :
J b &(1° - T (tg))e P
(24)

This expression shows that the projection onto the I'g space

corresponds to an average under constraint which fixes f‘s.
We divide the right side of the equation of time evolution (9)
by the operators P and Q=1-P as follows:

d I S A
(E)Ffs(rs(t);rs) =PiLfs(T's(t):Ts) + QiLfs(I's(1):Tg),

(25)

where P is the projection onto the phase-space density at
time 7. By using the definition of the projection operator, the
first term of the right side of Eq. (25) is written as follows:

PiLfs(Fs(1);Ts) = J dr'g J dTfs(s();T°§)

X{(fs(Ts:T§)fs(Tg:TE))!
X (fs(I's;TYiLsfs(T's:Ts)), (26)

where we omit ¢ in the equilibrium averages. We should
derive the form of the following term:

(fs(Tg;TQiLfs(Ts:Te) == fs(Ts;T%) X X (F —

P, 0 L
+M_a'£)fs(rs§rs) . (27)

At first, we transform the following term:
- " 7 dJ -
<fs(Fs;Fs)Fa : Efs(rs 5 Fs)>
4 I - ” -
= (97 AF ofs(Us;Tg)fs(I's; T'g)). (28)

To advance the derivation, we should consider the integra-
tion by {#,;} in the equilibrium average (---). The relevant
integral in the average is

A A oH A
_fd?al'”dianaa(Ra_R/cly)a(Ra_Ra) X (E F )\I,(F)
i ai

(29)

For simplicity, we consider only the x component here. Other
components can be treated in the same way. The integration
can be executed as
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A A oH .
- f d)eal .“danna(S(Xa_XZ;)(s(Xuz—Xa)<2 A )q,(r)

i OXqj

= l[lg f dXgy dﬁanaé(ﬁa_xz)é(ﬁa—xa)(z N(F))

i Xy

1 J A A A
== f donzl T d)ean _A[g(Xa_XZ/) 5(Xa_Xa)]\P(F)
B “oX

o

Using the following formula for the delta function:

J A A J J
— X, - X)Xy =X )] == | — +—
(=X 38, X,)] (ax;JraXa)

X 8Ky = X0 Xy = X,
(30)

we obtain

T r A 1( 9 0
(F o fs(Tg:T9)fs(Ts;Tg)) = E<572 + E)
X (fs(Cs: T fs(Fs:T))

1{ 9 P
= —+— |8 -To)u(
ﬁ(aR;JraRa) (I's = T's)u(T's)

= éé(P” —P)S(R" - R)D(P)

d
XE(»(R). (31)

Thus Eq. (28) is written in the form

PR .
o (F of s(Us;T9)fs(I's;Ts))

1o _ vy 9
=— E<£5(P —P)QJ(P)) : (5(R -R) aRaw(R))

(32)
In the same way, we have

- ” i)a d -
- fs(Fs;Fs)M_a : Efs(rs;rs)

1({ 0o J
= —(—6(R” - R)w(R)) . (5(P” - P)—qD(P)) .
B\ R, P,
(33)
Thus the first term of Eq. (25) is written in the form
PiLyf,= f drf,(D(1): )i Ty), (34)

where the “matrix” i{) is called the “frequency matrix,” the
definition of which is
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R VN N S
)= o)
N
9 o o
><a§:‘,1 [(ab‘(P —P)CIJ(P)) : (5(12 _R)aRa

Xw(R)) _ (%5(1«' —R)w(R)) : (6(P’ _p)

J
XECD(P)”. (35)

Next, we derive the expression for the QiL.f,. This term

cannot be described in f‘s alone and depends on the (full
atomistic) phase-space coordinate in the I' space. We intro-
duce the function

foP(0:T) = QILS(L,(1):T)). (36)
The time evolution of f, along the trajectory in I' space is
d . ) .
r

where iL is the Liouville operator in the I" space,

oH 0 oH J
iL=> > ( — . = )
a i arai apai @ai 071‘m-

(38)

The formal solution of the time evolution is given by fo(t)
=e lf5(0). If the projection operator P represents the pro-
jection onto I'g at an arbitrary time 7,<t [we put 7,=0 and

use a notation I'(0)=I" for simplicity], we can divide
e 'f5(0) by using P and Q=1-7P as follows:

fo(D(1);T) = e Hfo(T';Ts)
= e_(P+Q)iLyg(f§Fs)

= e fo(I; L)

t
- f dTe_iL(t_T)PiLe‘QiLT]‘Q(f' ;Iy).

0
(39)
Here we used an identity for linear operators,
t
e(B+C)t:eBz+J dTe(B+C)(l—T)CeBT' (40)
0
We introduce the generalized fluctuating force,
F(L(1):Fs) = e 9 QiLgfs(T:T). (41)
For t=0,
F(E.Tg) = QiLgfs(Ts:Ts). (42)

Then Eq. (39) is written as
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fo(T(0);Tg) = F(I'(1),T's) - f dre MDPIL AT (1),Ts).
0

(43)

According to the definition of the projection operator P (17),
‘PiLF is written as

PiLF(I(1),Tg) = f dr f dUifs(Dg:TY)
X (fs(Fs;T)fs(Ps;Tg)™
X(fs(Ds:TYILFT(1).Ts)).  (44)
By using the Hermiticity of iL,

(fs(Ds; THLF(T(1),T's)) = — (iLgfs(Dg; TH) A (1), T'g)).
(45)

In the following derivation, we often use
Because P and Q satisfy the relation
(PA(T)QB(I) =0, (47)
we can write
(iLsfs(Ps:TYFI(0).T)) = (QiLsfs(Fs; THFI(1).T's))
= (A TYFT(),T).  (48)

The final expression represents a time correlation function of
the fluctuating force. Thus the second term of Eq. (39) is

12
f dre™H77 f dr'g f dTfs(Fs; T 8T - T

0

X w(T§)(FIT, T FI(7),Ts))
= f dr f dT4fs(Ds(t = 1), TYM(T4,Ts; 7). (49)
0

Here M(I'g,I's; 7) is a memory function,

M, ;1) = [T AT THFT(7),T)). (50)

Therefore we can write the time evolution equation for the
phase-space density as follows:

(dit)rfs(fs(t) I'g) = f dréfs(fs(l);ré)iQ(Fs,Fé)

. f ir f APt = 75T
0

XM(TLTs:7) + FI(0).I).  (51)

The equation of motion for the coarse-grained particles is
obtained by integration of Eq. (51) by I'g with multiplying
P,. The left side is easily obtained as
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d A d~
fdrs[ﬂ(i)rfs(rs(fﬁrs)} = EPU” (52)

The first term of the right side is
f dTsP, f dTfs(Fg(1):T i)
= f dUP i (1),T,). (53)

Substitution of the definition of the frequency matrix i) into
the above equation yields

~ 1 90
ATPiOE (O T) =~ ——mo®| . (54
J s B R, R=R(1)

The generalized fluctuating force can be written as

F(I(0).T's) = QiLfs(I':T's)
= iLfs(fs;Fs) - PiLfs(f‘s ;Ts)
= iLsfs@sTs) - iQ(f‘s;Fs)- (55)

By using the definition of the generalized fluctuating force,
we can write

o)1 g
d(P) PR,

a

FI(0),Tg)=-2 HF

J A
XInw(R) ¢ - — I, =T
no®) (-6, T

a

P, R P, PR
————— (- —d&I,-Ty |.
M, w(R)Ma JR,

(56)

Multiplying this term by P, and integrating over I'g yields
the expression for the third term,

f dUsP, F(I'(0),I's) = 6F, = F , - éi In w(R).

R,
(57)
Integration of the second term is transformed into
[ v, [ aviaiyo-»-romrires
= f dro[ls(t— 1) -] J dU'sP,M(I'g,I's; 7).
(58)

Thus integration over I'g is
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dUsP,M(T§,Tg;7) = ——
J s ST W)

“ J AU P (F(I ) FE(,Tg)

3 1
w(T'g)
where F2(7)=e9L76F . Assuming that

(F(D, 1Y) 6F2(7), (59)

(A(Tg)F () =0 (60)

for an arbitrary function A(f‘s), we can write

- P!

o

(FIC,T)SF (7)== 2 <f”a~ ics(lA“s - F§)5F3(7)>

= B3 (R0 E, (6]

a

where XT denotes the transposed low vector of the column
vector X. Hence we obtain the second term in the form

S f aH(FATaFOM A= ()
a 0 a

Finally, we have the equation of motion for coarse-grained
particles,

dp 196 | iy l o
L Po= ﬁ,ﬁkgln (R) B% fo ds([F (1= 5)]
><[5F§(0)]T>P;I—(S) + SF(r). (63)

a

The meaning of first, second, and third terms are the mean
force, the friction force, and the fluctuating force, respec-
tively.

III. DISCUSSION

A. Characteristics of resultant coarse-grained equation
of motion

The resultant equation of motion for CG particles, Eq.
(63), has a formula similar to the standard Langevin-type
equation with an external force term. In the context of the
present report, the external force should be considered as the
mean force acting on a CG particle under every possible
configuration of microscopic particles. Equation (20) assures
the existence of an explicit procedure for reproducing such
CG mean force based on a detailed microscopic expression.
The origin and/or meaning of the soft potential in DPD has
been discussed in several articles [13-15]. The explicit de-
scription of the CG mean force must be reproduced via Eq.
(20), and the origin of the softness of it could be analyzed. In
order to do a quantitative analysis, however, one must as-
sume some explicit formula for the interparticle potential at
the microscopic level. Therefore a distinct discussion may
depend on the choice of the microscopic interaction poten-
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tial, and then it would be reported in consequent papers [28].

In the case where the effective mean force term is zero,
the formula corresponds to a standard Langevin equation but
includes a correlation between fluctuating forces in different
CG particles. The inclusion of such a correlation is capable
of maintaining the effects like so-called hydrodynamic cor-
relations in the dynamics of Brownian particles, because all
the correlations between every microscopic particle can be
basically expressed in this term. Note that randomness still
has not been introduced here onto the fluctuating force term.
The Rouse model [29], which is a famous fundamental the-
oretical basis for investigation of polymer solutions, has no
effective mean force and also no correlation between micro-
scopic particles (solvents) surrounding the tagged CG par-
ticle. An important extension of the Rouse model has been
made by considering such effects as hydrodynamic correla-
tions [29]. The resultant formula of Eq. (63) includes the
correlation between microscopic particles even though the
mean force term is assumed to be zero; therefore it can be an
extension to dynamics in polymer solutions with a general
formulation. Schweizer’s theory on dynamics in polymer so-
lutions [26] was derived via the projection operator method
like that of our present treatment. The theory corresponds to
a case without an effective mean force and focuses on dy-
namics within a region of one CG polymer. It can be as-
signed as a generalized extensive theory of the Rouse model
for investigating microscopic dynamics in a coarse-grained
environment. Because the focused DOF is different from our
resultant equation of motion, it is accepted as another type of
generalized Langevin equation.

The second term of Eq. (63) is expressed as proportional
to velocity and the inverse of kinetic energy (kg7) with a
temporal correlation function of fluctuation force. This can
be acceptable as a friction force term and seems to naturally
correspond to a generalized relation of the fluctuation-
dissipation theorem. Although the fluctuating force of SF<()
is not necessarily random like in a standard explanation, this
term formally shows a similar relation with fluctuation-
dissipation theorem. This characteristic would support an ex-
pectation that Eq. (63), and other expressions derived from
it, could naturally satisfy the fluctuation-dissipation theorem.
Explicit discussions will appear in the latter subsections on
correspondence to BD and DPD.

The third term of Eq. (63) shows a force acting on the CG
particle, by every microscopic particle, fluctuating around a
mean force value. This term includes the entire expression of
potential energy between every pair of microscopic particles,
in the form of differentiation respects to every coordinate of
the microscopic particles within a CG particle o. The explicit
expression, except for the mean value and time dependency,
can be found in Eq. (10). Here, we should remember again
that the fluctuating force of &F f(t) is not necessarily ran-
dom. When the system to be investigated is decided, the
formula of the microscopic interparticle potential can be ex-
plicitly given. Microscopic movements under a given poten-
tial must be understood traceably on the time scale of micro-
scopic events. One of such movements should be expressed
as an event understood as a possible one within all probabili-
ties of realizing possible configurations at the upper exten-
sive hierarchy. There is a room in which randomness pen-
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etrates mesoscopic phenomena with microscopic events.
While mesoscopic conditions can be entirely constructed by
microscopic information according to Eq. (63), a micro-
scopic event should be understood as just one possible prob-
ability restricted by mesoscopic conditions on its time scale.
We should note that an inverse prediction is not determinis-
tic. Visualizing the case where there are several modes of
corrective motions, such as the internal vibrations of a mol-
ecule, we can find that the traceability of microscopic move-
ments on the time scale of microscopic events is very useful
to investigate such a system even though inverse prediction
is not deterministic. In this sense, we can say that our result-
ant equation of motion is capable of retaining the relation
between microscopic and coarse-grained equations of motion
without making a priori assumptions on the construction of
an explicit simulation procedure.

B. Correspondence to Brownian dynamics

The derivation of Eq. (63) is quite general; therefore it
naturally includes the other coarse-grained equations of mo-
tion such as Brownian dynamics and dissipative particle dy-
namics. In this section, we see the correspondence to the
existent coarse-grained equations.

The equation of motion for Brownian particles is given as
follows:

d c

—p;=F

Y R
Y, +FR, 64
dr mpl ! (64)

1

where F lc is the mean force acting on the ith Brownian par-
ticle. F¥ is the random force and 1 is the friction coefficient.
The random force satisfies

(FE(DF}(9)) = 078;8,,8(1 = 5), (65)

(FE (1) =0. (66)

The Fokker-Planck equation for the Brownian particles (so
called Kramers equation) is [12,30]

N
d .0 d d o* &
_P(r1p’t):2<_&'__Fi._+l_.pi+__2)
ot =1 \ m dr dp; map; 2 dp;
XP(r,p,t), (67)

where P(r,p,t) is the probability distribution of the Brown-
ian particles. The steady state solution for Eq. (67) with
d,P=0, gives the equilibrium distribution P®I. If we assume
that the equilibrium distribution is the Gibbs canonical en-
semble for the Hamiltonian,

N2
Hirp)=Y ;’— LU, (68)
i=1 <M

where U(r) is the potential of mean force, the distribution
function is

2
P(r,p) = é expl— ,8(2 Pi + U(r))] , (69)

. 2m

where B=1/kgT. Substitution of Eq. (69) and J,P*=0 into
Eq. (67) leads to the relation between o and v,
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 2kgT’

Y (70)

This is the fluctuation-dissipation theorem for Brownian dy-
namics.

The characteristics of the equation appeared in the treat-
ment of random force. In the Brownian dynamics, the ran-
dom force oF S is modeled as

SF (1) = 00,,(1). (71)

where 6,,(t) is a random number with unit variance which
satisfies

(Oau(1) 05,(0)) = 6,58,,0(1) (72)
and
(Bapu(1))=0. (73)

., v denotes the x, y, or z component. Substitution of Eq.
(71) into Eq. (63) yields

d + |

In w(R) - YV, (1) + FS.  (74)

This equation has the same form as the Brownian dynamics
and satisfies the fluctuation-dissipation relation o?=2ykpT
naturally.
C. Correspondence to dissipative particle dynamics
The equation of motion for DPD is written as [31]
d c R
—pi=F; - 7’2 wD(rij)(eij ’ vij)eij + E Fy, (75)
dr !
j#i j#i

where e;;= (r;—r;)/r;; is the unit vector between particles i
and j, and wp(r) is the weight function for the drag force.
The random force Fﬁ satisfies

(FS(I)FZU» = [owp(r) (88 + 6,03) 8t —5), (76)
and
(Fi(1)=0, (77)

where wg(r) is the weight function for the random force. The
Fokker-Planck equation for the DPD equation is given as

[31]

%P(r,p,t) =LcP(r,p,t) + LpP(r,p,1), (78)
where
— (P 2 g O
Lc= 2<m ar,.+F’ &pi) (79)
J
Lp= E E € _[le)(’”ij)(eij : vij)
i j#i i
o’ g d
+ ?wlze(”ij)etﬁi : <£ - 5}) ] . (80)

In the same way in the case of BD, the equilibrium distribu-
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tion function (69) and steady state condition d,P=0 requires
the relation

wp(r) =[wg(r) ] (81)
0.2
Y 2T (82)

This is the fluctuation-dissipation theorem for the dissipative
particle dynamics.

If the interatomic potential is pairwise, the random force
is also expressed as

SFJ=2 oy (83)

BFa

A possible form of the random force in DPD is pairwise,

F = oW(R ) Oup(t)e g, (84)
where
R
es= "L, (85)
Rog
and

(00p(1) 0c,(5)) = (OneOpy + OunOpe) Ot = 5), (86)

(0,p(1)) = 0. (87)

This relation means that the random forces assigned to dif-
ferent pairs do not correlate. By substitution of Eq. (84) into
the second term of the right side of Eq. (63), we obtained

2{F 1= 5)SF 20V o (s)

o

=2 2 2 AFp =) F L0V, ()

a N¥neta

=2 2 2 (1= 9) 00 ))PW(R )W(R 1)

a \NFneFa
T
X [e nheae]va(s)

= 2 8- 9)[ow(R (e e )V (s) = Vy(9)]
N#7n

= 2 At—s)lowR \)Tlen - Vopls)le . (88)
N# 7

Here we use the following relations:
eaﬂ = - eBa,
(AB")C=A(B- (). (89)

The second term of the right side of Eq. (63) is in the form

-B> f ds(éFf”])(t— s)5F§(0)T>
a J0

=- ZkBTE [O'W(R,?)\)]Z[em\ . Vm\([)]em\_ (90)
7
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Thus we obtained the equation for DPD (75). The fluctuation
dissipation theorem is also satisfied naturally.

IV. CONCLUSIONS

In this paper, we derived the equation of motion for
coarse-grained particles by using the projection operator. Be-
cause all the terms of the equation are expressed microscopi-
cally, we can connect the dynamics of coarse-grained par-
ticles to microscopic information (e.g., force field).
Especially, the mean force acting on the CG particles can be
calculated by molecular dynamics simulation straightfor-
wardly. In this derivation, the conventional form of the mean
force is straightforwardly obtained. We can easily see that

Jw
L7 i) 1(37) — [ aroti R)( aU)
————IhoR)=——"""=—=—""-+- drolRk - T
BIR, B wR)  w(R) R,
Xe_'BU= <F(r>rs = E <f(ruz>rs'

aFo
1)

Usually, the mean force is introduced by a static picture of

PHYSICAL REVIEW E 75, 051109 (2007)

averaged force acting on a coarse-grained particle. In the
present derivation, it naturally appeared in the CG equation
(63). The calculation of the mean force is underway by the
present authors and will appear in a subsequent paper. The
mean force based on the microscopic information may im-
prove the quality of coarse-grained simulations which usu-
ally use an ad hoc model for interparticle interactions.

We also investigated the correspondence of the derived
CG equation to the conventional CG simulation such as
Brownian dynamics and dissipative particle dynamics. We
showed that the difference in these method appears in a char-
acteristic of the model of the random force. The random
forces assigned to each molecule and the random forces to
each pair of molecules correspond to the BD and DPD, re-
spectively. The derived equation can give the microscopic
basis of coarse-grained simulations and the suggestions for
possible extension of it.
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