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An analysis method based on a multidomain pseudospectral method is proposed for calculating the band
diagrams of two-dimensional photonic crystals and is shown to possess excellent numerical convergence
behavior and accuracy. The proposed scheme utilizes the multidomain Chebyshev collocation method. By
applying Chebyshev-Lagrange interpolating polynomials to the approximation of spatial derivatives at collo-
cation points, the Helmholtz equation is converted into a matrix eigenvalue equation which is then solved for
the eigenfrequencies by the shift inverse power method. Suitable multidomain division of the computational
domain is performed to deal with general curved interfaces of the permittivity profile, and field continuity
conditions are carefully imposed across the dielectric interfaces. The proposed method shows uniformly ex-
cellent convergence characteristics for both the transverse-electric and transverse-magnetic waves in the analy-
sis of different structures. The analysis of a mini band gap is also shown to demonstrate the extremely high
accuracy of the proposed method.
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I. INTRODUCTION

Band structures are essential characteristics of photonic
crystals �PCs�, from which possible photonic band gaps
�PBGs� can be identified �1–3�. For frequencies within the
PBGs, wave propagation is forbidden and many photonic
devices have been proposed and designed based on this phe-
nomenon. In particular, two-dimensional �2D� PCs com-
posed of either dielectric rods or air columns have been
widely employed in many applications such as waveguiding,
resonant cavity formation, and wavelength filtering. In this
paper, we propose an analysis scheme with excellent numeri-
cal convergence behavior and accuracy for calculating the
band structures of 2D PCs. The currently most used numeri-
cal methods for such calculations have been the plane-wave
expansion �PWE� method �3–6� and the finite-difference
time-domain �FDTD� method �7,8�. The finite-difference ei-
genvalue problem formulation has also been employed by
Yang �9� and Shen et al. �10�, and more recently by Yu and
Chang �11� based on the Yee mesh as often employed in the
FDTD method �12�. The Yee-mesh-based formulation was
named the finite-difference frequency-domain �FDFD�
method. Yu and Chang �11� used the FDFD method to ana-
lyze the band structures of 2D PCs with either square or
triangular lattices and adopted a fourth-order accurate com-
pact finite-difference scheme �13� to increase numerical effi-
ciency and accuracy. Although the FDFD method offers re-
sults with accuracy comparable to those obtained using the
MIT photonic-bands �MPB� package �14� based on the PWE
method, the numerical convergent speed was found not to be
uniformly fast among different bands in the two methods.

The numerical formulation proposed in this paper is based
on the multidomain pseudospectral method using Chebyshev
polynomials. The pseudospectral method has recently at-

tracted raised attention as an alternative treatment for com-
putational electromagnetics because of its high-order accu-
racy and fast convergence behavior over traditional
techniques while retaining formulation simplicity. It has a
long history of being applied to fluid dynamics �15� and has
recently been extended to the analysis of electromagnetics
both in the time �16–18� and in the frequency domain �19�.
However, while the theory of the pseudospectral method has
been well elaborated, the application in the frequency do-
main has not received much focus compared with that in the
time domain in the electromagnetics community. In �19�, the
pseudospectral frequency-domain method was proposed and
applied to solve the nonhomogeneous �nonzero-source�
Helmholtz equation in a simple two-subdomain problem
with rectangular structure shape. Our proposed scheme in
this paper utilizes the multidomain Chebyshev collocation
method supported by the curvilinear mapping technique �20�
to facilitate and ameliorate the simulation of 2D PCs of ar-
bitrary permittivity profile. The formulation is derived in the
form of an eigenvalue problem so that we can readily obtain
the eigenmodes by available mathematical tools. Here, we
adopt the shift inverse power method �SIPM� for its particu-
larly fast convergence characteristic over other conventional
methods applying matrix inversion. Both the multidomain
pseudospectral algorithm and the SIPM furnish our pseu-
dospectral mode solver �PSMS� as a quite powerful and flex-
ible method. To obtain high-accuracy full-vectorial modal
solutions for dielectric structures, proper satisfaction of di-
electric interface conditions is essential, whether it is based
on the finite-difference method �21,22�, the finite-element
method �23�, or others. Such proper treatment of interface
conditions will be carefully considered in our formulation.

The rest of this paper is outlined as follows. The physical
problem involving the Helmholtz equations is described in
Sec. II along with the required Dirichlet and Neumann type
boundary conditions across the dielectric interfaces. The for-
mulation of the PSMS is presented in Sec. III. Numerical
examples including 2D PCs with either a square or a trian-*Electronic address: hcchang@cc.ee.ntu.edu.tw
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gular lattice and a high-accuracy analysis of a mini band gap
are given and compared with other numerical methods in
Sec. IV. The conclusion is drawn in Sec. V.

II. THE PHYSICAL EQUATIONS

Assume that the 2D PC considered is composed of loss-
less isotropic dielectric materials, and is uniform along the z
direction and periodic in the transverse x-y plane. We will
only consider the in-plane propagation that has zero propa-
gation constant in the z direction so that the wave modes in
the PC are either transverse electric �TE� or transverse mag-
netic �TM� to the z modes. To obtain the band structures, we
need only solve the electromagnetic problem within a 2D
unit cell. Assume that the PC possesses a piecewise uniform
refractive index distribution n; Fig. 1 shows a boundary of
arbitrary shape between two homogeneous regions within the
unit cell with n=na and n=nb, respectively, and the same
permeability as in free space. For TM modes, only Ez, Hx,
and Hy components exist. For TE modes, only Hz, Ex, and Ey
components exist. The fields are governed by the Helmholtz
equation

��2/n2���x,y� = − k0
2��x,y� �1�

where � is the del operator, k0=� /c is the free-space wave
number, � is the angular frequency, c is the speed of light in
vacuum, and �=Hz and Ez for the TE and TM modes, re-
spectively. By the Chebyshev collocation method which will
be introduced in Sec. III, Eq. �1� leads to an � /c-formulation
matrix eigenvalue equation of the form

�P���� = − ��/c�2��� �2�

where ��� is a vector composed of � values at grid points
and �P� is the operator matrix. The eigenvalues can be solved
by applying the SIPM.

We now discuss the boundary conditions for the TE and
TM modes. Since the tangential fields �Hz or Ez� should be
made continuous across the dielectric interfaces, referring to
regions a and b in Fig. 1, we have the Dirichlet type bound-
ary conditions

Hz
a = Hz

b �3a�

for the TE mode and

Ez
a = Ez

b �3b�

for the TM mode. We have another continuity condition in
terms of the transverse components

n � �Ex
ax̂ + Ey

aŷ� = n � �Ex
bx̂ + Ey

bŷ� �4a�

for the TE mode and

n � �Hx
ax̂ + Hy

aŷ� = n � �Hx
bx̂ + Hy

bŷ� �4b�

for the TM mode, where n=nxx̂+nyŷ is the normal unit vec-
tor to the dielectric interface. From Maxwell’s curl equa-
tions, we have

j�n2Ex =
�Hz

�y
, �5a�

j�n2Ey = −
�Hz

�x
�5b�

for the TE mode and

j��0Hx = −
�Ez

�y
, �5c�

j��0Hy =
�Ez

�x
�5d�

for the TM mode. By substituting Eqs. �5a�–�5d� into Eqs.
�4a� and �4b�, we derive the following Neumann type bound-
ary conditions

nx

�Hz
a

�x
+ ny

�Hz
a

�y
= �na

nb
�2�nx

�Hz
b

�x
+ ny

�Hz
b

�y
� �6a�

for the TE mode and

nx

�Ez
a

�x
+ ny

�Ez
a

�y
= �nx

�Ez
b

�x
+ ny

�Ez
b

�y
� �6b�

for the TM mode.
Due to the periodic geometry, we need to consider peri-

odic boundary conditions �PBCs� at the boundaries of the
unit cell for the field distribution in the PC. We will describe
the PBCs for the respective cases in Sec. IV. In our numeri-
cal scheme, we combine the adjacent regions by imposing
the Dirichlet and Neumann type boundary conditions on two
sides of the interface to guarantee numerical stability.

III. THE MULTIDOMAIN PSEUDOSPECTRAL METHOD

The construction of the multidomain spectral collocation
scheme for solving the Helmholtz equation is described in
this section. The procedure to obtain a general form of the
�P� matrix in such a multidomain scheme will be discussed
in detail.

A. The Chebyshev spectral method

For achieving better approximation characteristics in solv-
ing partitial differential equations, we select the widely used

FIG. 1. Boundary between two homogeneous regions with re-
fractive indices na and nb within the unit cell. n is a unit vector
normal to the boundary.
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Chebyshev collocation method described in �15� as the basis
of our numerical scheme. The Chebyshev polynomial TN�x�
of degree N is defined as

TN�x� = cos�N cos−1 x� �7�

where 	x	�1, and the collocation points are given by the
Chebyshev-Gauss-Lobatto points, defined as the roots of the
polynomial �1−x2�TN� �x�, where the prime means the deriva-
tive. One of the merits of employing Chebyshev polynomials
is the existence of the analytical formula for their collocation
points, given by

xi = cos� i�

N
�, i = 0,1,2, . . . ,N . �8�

The Chebyshev collocation method provides a means to ap-
proximate the function f�x� by global Chebyshev-Lagrange
interpolating polynomials of degree N,

f�x� 
 �
i=0

N

f�xi�gi�x� , �9�

where the interpolating Chebyshev-Lagrange polynomials
are given by

gi�x� =
�1 − x2�TN� �x��− 1�i+1

ciN
2�x − xi�

�10�

with c0=cN=2 and ci=1 for 1� i�N−1. Then, with the in-
terpolation in Eq. �10�, the spatial derivatives of f�x� at a
collocation point xi can be computed by a matrix operator
with element entries Dij =gj��xi�, i.e.,

df�xi�
dx


 �
j=0

N

gj��xi�f�xj� = �
j=0

N

Dijf�xj� �11�

where the explicit expression for Dij is given in �15� as

Dij =�
ci

cj

�− 1�i+j

xi − xj
, i � j ,

− xi

2�1 − xi
2�

, 1 � i = j � N − 1,

2N2 + 1

6
, i = j = 0,

−
2N2 + 1

6
, i = j = N .


 �12�

To extend the one-dimensional �1D� formula to a higher-
dimensional problem, matrix products should be the most
convenient treatment for computational simplicity. For the
2D PC analysis, we need to consider a 2D setting and define
the approximation to f�x ,y� as

f�x,y� 
 �
i=0

M

�
j=0

N

f�xi,yj�gi�x�gj�y� �13�

where the Chebyshev-Gauss-Lobatto grid yi has been intro-
duced. This approach has the benefit that the derivatives can
be calculated through the 1D formula Eq. �11� and thus the

differential formulas at the 2D collocation points arranged in
a rectangular domain can be expressed as in the following
matrix multiplication form:

�
�f�x0,y0�

�x

�f�x0,y1�
�x

¯

�f�x0,yN�
�x

�f�x1,y0�
�x

�f�x1,y1�
�x

¯

�f�x1,yN�
�x

] ] ¯ ]

�f�xM,y0�
�x

�f�xM,y1�
�x

¯

�f�xM,yN�
�x

� =
�f�rect

�x

= D� �M+1���M+1�f�rect, �14a�

�
�f�x0,y0�

�y

�f�x0,y1�
�y

¯

�f�x0,yN�
�y

�f�x1,y0�
�y

�f�x1,y1�
�y

¯

�f�x1,yN�
�y

] ] ¯ ]

�f�xM,y0�
�y

�f�xM,y1�
�y

¯

�f�xM,yN�
�y

� =
�f�rect

�y

= f�rectD� �N+1���N+1�
T , �14b�

where f�rect is an �M +1�� �N+1� matrix with entries f�xi ,yj�,
i=0,1 ,2 , . . . ,M and j=0,1 ,2 , . . . ,N, corresponding to col-

location points in rectangular arrangement, D� �M+1���M+1� is
an �M +1�� �M +1� matrix with entries Dij as defined by Eq.
�12� but with N replaced by M, and the superscript T denotes
the transpose. However, the employment of matrix products
is still restricted by the nature of rectangular grids, which is
unsound to deal with curved boundaries. In the next section,
a curvilinear representation will be introduced to overcome
this barrier.

B. The curvilinear representation

In order to extend our numerical scheme defined above on
rectangular grids to the analysis of structures with curved
boundaries, a multidomain formulation and modified differ-
ential matrices will be established. We first split the whole
computational domain into a series of nonoverlapping curvi-
linear quadrilaterals according to the profile and material dis-
tributions. Then by applying the transfinite blending function
presented in �20�, each curvilinear quadrilateral in Cartesian
�x ,y� coordinates can be mapped onto a unit square one
�−1,1�� �−1,1� in curvilinear �� ,�� coordinates, as shown
in Fig. 2, under the transformation

� = ��x,y�, � = ��x,y� . �15�

It yields the great advantage that we can thus calculate the
spatial derivatives �f�x ,y� /�x and �f�x ,y� /�y in a subdo-
main with curved boundaries by the formulation defined on
this unit element. By the fundamental differential principle,
the modified differential matrices are expressed as
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���x,y�
�x

�

��

 D� �x

= �
�00

x D00 �01
x D01 ¯ �0M

x D0M

�10
x D10 �11

x D11 ¯ �1M
x D1M

] ] ¯ ]

�M0
x DM0 �M1

x DM1 ¯ �MM
x DMM

�
�M+1���M+1�

,

�16a�

���x,y�
�x

�

��

 D� �x

= �
�00

x D00 �01
x D10 ¯ �0N

x DN0

�10
x D01 �11

x D11 ¯ �1N
x DN1

] ] ¯ ]

�N0
x D0N �N1

x D1N ¯ �NN
x DNN

�
�N+1���N+1�

,

�16b�

���x,y�
�y

�

��

 D� �y

= �
�00

y D00 �01
y D01 ¯ �0M

y D0M

�10
y D10 �11

y D11 ¯ �1M
y D1M

] ] ¯ ]

�M0
y DM0 �M1

y DM1 ¯ �MM
y DMM

�
�M+1���M+1�

,

�16c�

���x,y�
�y

�

��

 D� �y

= �
�00

y D00 �01
y D10 ¯ �0N

y DN0

�10
y D01 �11

y D11 ¯ �1N
y DN1

] ] ¯ ]

�N0
y D0N �N1

y D1N ¯ �NN
y DNN

�
�N+1���N+1�

,

�16d�

where

�ij
x = ���xi,yj�/�x, �ij

x = ���xi,yj�/�x ,

�ij
y = ���xi,yj�/�y, �ij

y = ���xi,yj�/�y ,

and Dij is the matrix element previously defined in Eq. �12�.
We can thus obtain the approximations for the derivatives of
f�x ,y� in a single subdomain by the operators defined in the
�� ,�� coordinates as

�f�cur

�x
= D� xf�cur = D� �xf�cur + f�curD� �x, �17a�

�f�cur

�y
= D� yf�cur = D� �yf�cur + f�curD� �y . �17b�

Here the matrix f�cur is in general different from f�rect in Eq.
�14� in that the latter has been defined on rectangular grids
while the former is on deformed locations of grids adapted to
the shape of the subdomain, and thus the operator matrices

D� x and D� y are different from the D� matrices in Eq. �14�. We
finally have the discrete form of Eq. �1� in a single subdo-
main via Eq. �17� as

n−2�D� x�D� x	
� � + D� y�D� y	

� �� = − ��/c�2	� �18�

where the matrix 	� has entries that are the values of the 2D
field distribution ��x ,y� at deformed locations of grids.

C. Formulation of the PSMS

Equation �18� is not in the form of an eigenvalue problem
and thus cannot be easily solved numerically. In the follow-
ing, we shall relocate the matrix elements �while retaining
the same values� to convert Eq. �18� into a resolvable form
of Eq. �2�. We shall start with a single-domain setting and
then extend to a multidomain environment.

First, we rearrange the �M +1�� �N+1� matrix 	� in Eq.
�18� into the ��M +1��N+1�� column vector ��� as in Eq. �2�
as below:

	� = �
	00 	01 ¯ 	0N

	10 	11 ¯ 	1N

] ] ¯ ]

	M0 	M1 ¯ 	MN

�
�M+1���N+1�

⇒ ���

= �
	00

	10

]

	M0

	01

]

	MN

�
��M+1��N+1���1

.

The operator matrix �P� in Eq. �2� can be expressed in terms
of other operators in Eq. �18� with slight modification

FIG. 2. Illustration of the domain mapping between a curvilin-
ear quadrilateral in the Cartesian coordinates �x ,y� and a unit square
one �−1,1�� �−1,1� in the general curvilinear coordinates �� ,��.
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�P� = n−2�D� x00D� x00 + D� y00D� y00�k�k. �19�

In Eq. �19�, k= �M +1��N+1�, D� x00=D�̃ �x+D�̃ �x, D� y00=D�̃ �y

+D�̃ �y,

D�̃ �x = �D� �x 0 0

0 � 0

0 0 D� �x

�
k�k

,

D�̃ �y = �D� �y 0 0

0 � 0

0 0 D� �y

�
k�k

,

D�̃ �x = �
tr�D�x�0,0�� tr�D�x�0,1�� . . . tr�D�x�0,N��

tr�D�x�1,0�� tr�D�x�1,1�� . . . tr�D�x�1,N��

] ] ] ]

tr�D�x�N,0�� tr�D�x�N,1�� . . . tr�D�x�N,N��
�

k�k

,

D�̃ �y = �
tr�D�y�0,0�� tr�D�y�0,1�� . . . tr�D�y�0,N��

tr�D�y�1,0�� tr�D�y�1,1�� . . . tr�D�y�1,N��

] ] ] ]

tr�D�y�N,0�� tr�D�y�N,1�� . . . tr�D�y�N,N��
�

k�k

,

where D� �x, D� �y, D�x�i,j�=�ij
x Dij �i=1,2 , . . . ,N , j

=1,2 , . . . ,N�, and D�y�i,j�=�ij
y Dij �i=1,2 , . . . ,N , j

=1,2 , . . . ,N� have been given in Eq. �16�, and tr�a� is a
diagonal matrix of order M +1 with all diagonal elements
being the constant a.

In the generalization to the multidomain situation, we as-
sume that the computational domain is divided into s subdo-
mains. Under the 
 formulation, the matrix eigenvalue equa-
tion without imposing boundary conditions across the
subdomain boundaries can be written as

�
�P�1 0 ¯ 0

0 �P�2 ¯ 0

] ] � ]

0 0 ¯ �P�s

�
�s�M+1��N+1����s�M+1��N+1��

� �
���1

���2

]

���s

�
�s�M+1��N+1���1

= − k0
2�

���1

���2

]

���s

�
�s�M+1��N+1���1

,

�20�

where the subscript of �P�i �i=1,2 , . . . ,s� represents the
numbering of each subdomain. Then we can connect the ad-
jacent subdomains by imposing the boundary conditions and
possible PBCs on those matrix elements in Eq. �20� that
correspond to the boundary nodes of the subdomain. In our
numerical scheme, we have intentionally applied different
types of boundary conditions �Dirichlet or Neumann type� to
the adjacent subdomains to guarantee numerical stability. In
the Appendix, we show how Eq. �20� will be modified when
the boundary conditions are imposed. Finally, the field dis-
tributions �eigenvectors� and the eigenfrequencies �eigenval-
ues� can be obtained by using the SIPM.

FIG. 3. �Color online� �a� Cross section of a 2D square-lattice
PC and its unit cell specified by the dashed lines. �b� Mesh and
domain division profile for the unit cell.

FIG. 4. 2D PC band diagrams involving square-arranged alumina rods with r /a=0.2 and n= �8.9�1/2 in the air. �a� TE and �b� TM
mode.
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IV. NUMERICAL EXAMPLES

We present in this section five numerical examples to
demonstrate the inherent accuracy and excellent numerical
convergence behavior of the PSMS in the analysis of 2D
PCs. Comparison will be made with the FDFD method �11�
and the PWE method in the first four examples. The first
two, the square-lattice and the triangular-lattice PCs, are
those discussed in �11�. The third one is a PC having a large
air hole in the unit cell. The fourth one relates to a PC com-
posed of large dielectric pixels designed to possess large ab-
solute band gaps �24�. The last example discusses the analy-
sis of a mini band gap.

A. PC with square lattice

We first investigate the square-arranged 2D PC, with its
cross section in the x-y plane as shown in Fig. 3�a�, formed
by parallel alumina rods with refractive index n=8.91/2 and
radius r=0.2a in the air, where a is the lattice distance. The
unit cell is specified by the dashed lines. The unit cell is
divided into 13 subdomains, as shown in Fig. 3�b�, with the
four corner subdomains and the central subdomain being in a
square shape and the other eight subdomains not in any rect-
angular shape. The mesh pattern of each subdomain shown is
for M =N=8. When applying the boundary conditions Eqs.
�3� and �6� at the boundaries of the unit cell, the following
PBCs need to be carefully taken into account:

��x,y + a� = e−jkya��x,y� �PBC1� , �21a�

��x + a,y� = e−jkxa��x,y� �PBC2� , �21b�

where kx and ky are the wave numbers in the x and y direc-
tions, respectively, and the boundaries at which the PBC1 or
the PBC2 applies are indicated in Fig. 3�b�. The calculated
band diagrams of the TE and TM modes are plotted in Figs.
4�a� and 4�b�, respectively. Each point along the boundary of
the first Brillouin zone shown as the inset in Fig. 4�a� pro-
vides kx and ky in Eq. �21�. The crosses are the results ob-
tained using our PSMS based on Chebyshev polynomials of
degree 12 �M =N=12�. �In fact, using just M =N=4, the ob-
tained results would be indistinguishable when plotted, as
can be seen in the later discussion.� The circles are the results
of the compact FDFD algorithm with the index average
scheme and using 40 grid points in each lattice distance �11�

TABLE I. Normalized frequencies of TE first and second bands
at the M point for the square-lattice PC obtained with different
polynomial degrees.

Normalized frequency ��a /2�c�

N Grid points TE first mode TE second mode

4 325 0.548961563774 0.603564998825

5 468 0.548847662048 0.602451830831

6 637 0.548861905144 0.601878879371

8 1053 0.548843381514 0.601903085785

12 2197 0.548843155002 0.601898903235

14 2925 0.548843160037 0.601898894833

18 4693 0.548843160882 0.601898894955

20 5733 0.548843160880 0.601898894965

FIG. 5. �Color online� Conver-
gence properties of the proposed
PSMS method for the 2D square-
lattice PC compared with the
compact FDFD method �11�. �a�
TE first band; �b� TE second band;
�c� TM first band; �d� TM second
band.
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and the solid lines are obtained using the MIT photonic-
bands package �14� based on the PWE method with 128
�128 resolution. It is seen that the three results agree with
one another quite well for both polarizations.

To examine the numerical convergence behavior, we first
list in Table I the calculated normalized eigenfrequencies
��a /2�c� of the TE first and second bands at the M point in
the first Brillouin zone, i.e., kx=� /a and ky =� /a, for differ-
ent degrees �M =N� of the Chebyshev polynomials and the
corresponding numbers of grid points within the unit cell. It
is seen that results with three to four digits of accuracy can
easily be obtained using hundreds of grid points and conver-
gence up to 10−10, though not necessary for practical pur-
poses, can be achieved by using high degrees. In �11�, the
accuracy of the compact FDFD algorithm with the index
average scheme was examined for the analysis of the first
and second bands of both the TE and TM modes and it was
found that the speeds of numerical convergence were not
uniformly similar among these four bands. We show in Figs.
5�a�–5�d� the relative errors of these four band frequencies at
the M point versus the number of grid points within the unit
cell calculated using the PSMS and the compact FDFD
method �11�, respectively. The relative error refers to the
difference between a calculated value and a reference value
obtained by taking 2500 grid points. The convergence of the

compact FDFD method is relatively slow for the TE second
band in Fig. 5�b�. However, it is seen that the convergence
behavior of the PSMS is uniformly excellent for all four
bands. This should be attributed to the inherent high-order
scheme of the pseudospectral method as well as the rigorous
satisfaction of the continuity conditions across the curved
dielectric interfaces in our proposed formulation. To more
clearly demonstrate the excellent convergence behavior of
the PSMS, we show in Fig. 6 in log-log scale the absolute
values of relative errors of the four band frequencies in Fig.
5 obtained by the PSMS versus the number of grid points
within the unit cell, referring to the same reference values as
mentioned above.

Some discussion regarding numerical convergence of the
PWE method and the FDFD method and the role of the index
average �IA� scheme is given below. In the IA scheme, the
permittivity at a grid point �i , j� is defined as ��i , j�= f�1

+ �1− f��2, where �1 and �2 are the permittivities of media 1
and 2, respectively, in the elementary grid mesh with the grid
point located at its center, and f is the filling fraction of
medium 1 in the mesh. Another version of the average
scheme is the inverse IA scheme, which involves a weighted
average of the inverses of the permittivities, i.e., 1 /��i , j�
= f /�1+ �1− f� /�2. Figures 7�a� and 7�b� shows the relative
errors of the TE first and second band frequencies, respec-
tively, at the M point versus the number of grid points within
the unit cell obtained using the MPB package, the compact
FDFD method with the IA scheme, and the compact FDFD
method with the inverse IA scheme. The relative error here
refers to the difference between a calculated value and a
reference value obtained by taking 4096 grid points. Figures
7�a� and 7�b� are related to Figs. 5�a� and 5�b�, respectively.
The MPB package is believed to employ the inverse IA
scheme �14�. As one has already observed in Figs. 5�a� and
5�b�, the FDFD method with the IA scheme performs very
well for the TE first band but shows slow convergence for
the TE second band. It is interesting to see that when using
the FDFD method with the inverse IA scheme, the situation
reverses and the convergence in the TE first band is now
slow. The MPB package results appear to have quite similar
convergence performance in Figs. 7�a� and 7�b� but show
oscillatory behavior. Therefore, the superior convergence
characteristics of the PSMS should be appreciated.

Regarding computational time, we use the case of Fig.
4�a� as an example, where five bands were calculated with 30

FIG. 6. �Color online� Convergence properties of the proposed
PSMS method for the four bands of Fig. 5 plotted with the absolute
value of the relative error in log-log scale.

FIG. 7. �Color online� Com-
parison of convergence properties
among the PWE method, the com-
pact FDFD method with the IA
scheme, and the comapct FDFD
method with the inverse IA
scheme for the 2D square-lattice
PC. TE �a� first and �b� second
band.
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data points for each band, i.e., 150 eigenfrequencies were
determined. It took 83 s for the degree-4 �M =N=4� scheme
and 147 s for the degree-6 scheme on Pentium IV 3.0 GHz
personal computers. Such computational cost is comparable
to that of a typical PWE or FDFD calculation. But it can be
observed from Fig. 5 that the relative errors are already
within 0.5% for the degree-4 results and that the degree-6
results are almost indistinguishable from the final ones.

B. PC with triangular lattice

The second example is a 2D PC with triangular lattice,
with its cross section in the x-y plane as shown in Fig. 8�a�,
composed of dielectric cylinders with refractive index n
= �11.4�1/2 and radius r=0.2a in the air. The unit cell is indi-
cated in Fig. 8�a� and is shown in Fig. 8�b� with 14 subdo-
mains in the computational domain division. Here, the mesh
pattern of each subdomain shown is for M =N=10. The fol-
lowing PBCs need to be applied to the boundaries of the unit
cell

��x +
�3a

2
,y −

a

2
� = e−j�kx�3a/2−kya/2���x,y� �PBC1� ,

�22a�

��x +
�3a

2
,y +

a

2
� = e−j�kx�3a/2+kya/2���x,y� �PBC2� ,

�22b�

��x,y + a� = e−jkya��x,y� �PBC3� . �22c�

The sides of the unit-cell boundaries at which the PBC1,
the PBC2, or the PBC3 applies are indicated in Fig. 8�b�.
Figures 9�a� and 9�b� show the calculated band diagrams for
the TE and TM modes, respectively. Each point along the
boundary of the first Brillouin zone shown as the inset in Fig.
9�a� provides kx and ky in �22�. The crosses are the results
obtained using our PSMS based on Chebyshev polynomials
of degree 12 �M =N=12�. The circles are the results of the
compact FDFD algorithm with the index average scheme
�11� and the solid lines are obtained by the MPB package
based on the PWE method �14�. Again, fairly good agree-
ment is observed among these three results for both polariza-
tions. To examine the numerical convergence characteristics,
we list in Table II the calculated normalized eigenfrequencies
��a /2�c� of the TE first and second bands at the K point in
the first Brillouin zone shown as the inset in Fig. 9�a�, i.e.,
kx=2� /�3a and ky =2� /3a, for different degrees �M =N� of
the Chebyshev polynomials and the corresponding numbers
of grid points within the unit cell. As in Table I, we observe
that results with three to four digits of accuracy can easily be
obtained using hundreds of grid points and higher accuracy
can be achieved by using high degrees. As in Figs. 5�a�–5�d�,
we plot in Figs. 10�a�–10�d� the relative errors of the eigen-
frequencies at the K point versus the number of grid points
within the unit cell for the first and second bands of the TE
and TM modes calculated using the PSMS and the compact
FDFD method �11�. Again, the convergence of the compact
FDFD method is seen to be relatively slow for the TE second
band in Fig. 10�b� and the convergence behavior of the
PSMS is uniformly excellent for all four bands. As in Fig. 6,
the absolute values of relative errors versus the number of
grid points are presented in log-log scale in Fig. 11 for the
four bands of Fig. 10.

C. PC with large air holes

We consider a square-lattice PC having a large air hole in
the unit cell. The cross section is shown in Fig. 12�a�, where
nb=1, the radius of the air hole is r=0.45a, and the back-
ground is a material with na= �12.96�1/2. Since the distance
between the edges of adjacent air holes is small, the analysis
using FD methods would involve much finer mesh grids and
enormous numbers of grids are required when the uniform
grid scheme is employed. Using our PSMS, this difficulty is
less severe. We again divide the area of the unit cell into 13

FIG. 8. �Color online� �a� Cross section of a 2D triangular-
lattice PC and its unit cell specified by the dashed lines. �b� Mesh
and domain division profile for the unit cell.

FIG. 9. Comparison of band
diagram calculations obtained us-
ing different methods for the 2D
PC formed by triangular-arranged
dielectric cylinders with r /a=0.2
and n= �11.4�1/2 in the air. �a� TE
and �b� TM mode.
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subdomains, as shown in Fig. 12�b� with the mesh pattern of
each subdomain corresponding to M =N=10. Table III lists
the calculated normalized eigenfrequencies ��a /2�c� of the
TE first and second bands at the M point in the first Brillouin
zone for different degrees �M =N� of the Chebyshev polyno-
mials and the corresponding numbers of grid points within
the unit cell. The PSMS can still provide rapid convergence
using only hundreds of grid points and accuracy up to 10−7 is
observed for M =N=20.

D. PC with large dielectric pixels

Recently, Shen et al. �24� reported a 2D PC structure
formed by large dielectric pixels that possesses a large

absolute band gap in the frequency region 0��a /2�c�1.
The structure was found by searching over many candidates
based on 10�10 pixels in the unit cell. The cross section of
the structure is shown in Fig. 13�a� with the unit cell indi-
cated by the dashed lines. The gray pixels were filled with
GaAs �n= �11.4�1/2� and others are air. Each pixel is treated
as a subdomain in our PSMS analysis and thus there are 100
subdomains in the unit cell, as shown in Fig. 13�b�. The
mesh pattern of each subdomain shown is for M =N=4. Shen
et al. introduced a fast PWE method for analyzing the TE
modes of such special PC structures for which �Ex is always
continuous in x and Ex is continuous in y. They obtained
eigenfrequencies for the TE first and eleventh bands at the M
point in the first Brillouin zone of 0.3893�2�c /a� and
1.299�2�c /a�, respectively. The frequency span of the large
absolute band gap they found was 0.093�2�c /a� with a mid-
frequency at 0.71�2�c /a�. In our analysis using the PSMS,
no special modification of the scheme is needed. Our results
for the same normalized eigenfrequencies of the same TE
first and eleventh bands are listed in Table IV for different
degrees �M =N� of the Chebyshev polynomials and the cor-
responding numbers of grid points within the unit cell. It can
be seen that by simply using M =N=3, the differences from
the high-order results �M =N=13� are only 0.6% and 1.36%
for the first and eleventh bands, respectively. Our results up
to four-digit accuracy are 0.3889�2�c /a� and 1.296�2�c /a�,
which are 0.1% to 0.2% different from the above-mentioned
values in �24�. The band diagrams for the TE and TM modes
calculated using the PSMS are plotted in Figs. 14�a� and
14�b�, respectively, with the absolute band gap indicated by

TABLE II. Normalized frequencies of TE first and second bands
at the K point for the triangular-lattice PC obtained with different
polynomial degrees.

N Grid points TE first mode TE second mode

4 350 0.499283589912 0.564109638904

5 504 0.499205727643 0.564270988892

6 686 0.499105436444 0.564174744801

8 1134 0.499105213003 0.564148913039

12 2366 0.499105288316 0.564150042905

14 3150 0.499105289745 0.564150079536

18 5054 0.499105289699 0.564150087486

20 6174 0.499105289694 0.564150087334

FIG. 10. �Color online� Con-
vergence properties of the pro-
posed PSMS method for the 2D
triangular-lattice PC compared
with the compact FDFD method
�11�. �a� TE first band; �b� TE sec-
ond band; �c� TM first band; �d�
TM second band.
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the gray area. The width of the gap is 0.0927�2�c /a� in our
analysis, compared to 0.093�2�c /a� in �24�.

E. Analysis of a mini band gap

Due to the high accuracy of the PSMS analysis, we are
able to resolve very small band gaps. We finally show an
example of the analysis of a mini band gap. Consider the
mini gap between the TM fourth and fifth bands at the X
point in Fig. 4�b� �the square-arranged alumina rods case
with r /a=0.2�, where the normalized frequency gap width is

�a /2�c=0.014 946. We vary the value of r /a and study
the corresponding gap width change for this mini gap. Figure
15�a� shows the variations of the normalized frequencies of
these two bands at the X point versus r /a. The line of circles
means the band has mode pattern A as shown in Fig. 15�b�
and the line of triangles means the band has mode pattern B
as shown in Fig. 15�c�. The mode patterns A and B are plot-
ted as constant-Ez contours normalized to the �absolute� peak
value with the thin solid lines representing the zero-value
contours and the dashed lines corresponding to negative Ez
values of −0.2, −0.5, −0.7, −0.8, and −0.9, progressively. In
mode pattern A, the three thick solid lines correspond to
positive Ez values of 0.2, 0.5, and 0.6, progressively, and in

mode pattern B, the thick solid lines correspond to positive
Ez values of 0.2, 0.5, 0.7, 0.8, and 0.9, progressively. It is
interesting to observe that the mode patterns switch roles
somewhere between r /a=0.186 65 and 0.186 70, i.e., the
higher-frequency band changes its pattern across this region
and so does the lower-frequency band. The inset in Fig. 15�a�
gives an enlarged plot of this crossover region. The normal-
ized frequency gap width 
�a /2�c is plotted in Fig. 16 as a
function of �=r /a−0.186 657 7. In practical applications,
the value of r /a with seven digits after the decimal point
might not be meanful, but here we just want to demonstrate
the high-accuracy capability of our analysis. We thus show
the normalized gap width down to the order of 10−7.

We observe one characteristic of the mode patterns that in
the range of Fig. 16, although mode pattern A maintains its
shape as that shown in Fig. 15�b�, mode pattern B appears to
lose its left-right symmetry near �=0. Figure 17 shows mode
patterns B at six points, P1 to P6, denoted in Fig. 16. The
contour levels are the same as those in Fig. 15�c�. The loss of
left-right symmetry is clearly seen at points P2, P3, P4, and
P5. For the four data points P3, P4, and the two nearest to
them in Fig. 16, we use PSMS of degree M =N=14 to obtain
converged results. For other points in the same figure, degree
10 is enough. In fact, we have computed the gap for �=0 and

TABLE III. Normalized frequencies of TE first and second
bands at the M point for the large-air-hole PC obtained with differ-
ent polynomial degrees.

Normalized frequency ��a /2�c�

N Grid points TM first mode TM second mode

3 208 0.229982620857 0.288057199628

4 325 0.220672221696 0.290216083144

6 637 0.219621158554 0.291714207681

8 1053 0.220451988363 0.291061620411

12 2197 0.220323306279 0.291156559374

14 2925 0.220318821829 0.291157377619

18 4693 0.220319456275 0.291157404741

20 5733 0.220319475518 0.291157420884
FIG. 11. �Color online� Convergence properties of the proposed

PSMS method for the four bands of Fig. 10 plotted with the abso-
lute value of the relative error in log-log scale.

FIG. 12. �Color online� �a� Cross section of a 2D square-lattice
PC with r /a=0.45, nb=1, and na= �12.96�1/2. �b� Mesh and domain
division profile for the unit cell.

FIG. 13. �Color online� �a� Cross section of a 2D PC formed by
large dielectric pixels reported in �24� and its unit cell specified by
the dashed lines. �b� Mesh and domain division profile for the unit
cell.
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the obtained 
�a /2�c is on the order of 9�10−9 based on a
degree-20 calculation.

V. CONCLUSION

We have proposed and formulated an analysis method for
obtaining the band diagrams of 2D PCs based on a multido-
main pseudospectral method. The method is an eigenmode
solver and is named the pseudospectral mode solver. We
have utilized the multidomain Chebyshev collocation
method by which Chebyshev-Lagrange interpolating polyno-
mials are employed in the approximation of spatial deriva-
tives at collocation points and then the Helmholtz equation is
converted into a matrix eigenvalue equation. The eigenfre-
quencies of the band structures were solved by the shift in-
verse power method. Through the multidomain scheme and a
curvilinear coordinate mapping technique, the computational
domain was divided into a suitable number of subdomains
having curved shapes to fit the general curved interfaces of
the permittivity profile. Alternative Dirichlet and Neumann
type boundary conditions between adjacent subdomains have
been derived and applied to assure the numerical stability
and accuracy. Four numerical examples, including square-
lattice and triangular-lattice PCs, a PC having a large air hole
in the unit cell, and a PC composed of large dielectric pixels,

have been presented to demonstrate the uniformly excellent
numerical convergence behavior and accuracy of the pro-
posed method for both TE and TM waves. Such superior
performance is attributed to the inherent high-order scheme
of the pseudospectral method as well as the rigorous satis-
faction of the continuity conditions across the curved dielec-
tric interfaces. The proposed method thus has no problem in
treating structures involving large refractive-index contrast
as demonstrated in the numerical examples. Finally, a mini
band gap has been analyzed for demonstrating the calcula-
tion of a normalized frequency gap width as small as on the
order of 10−7.
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APPENDIX: IMPLEMENTATION OF BOUNDARY
CONDITIONS BETWEEN ADJACENT SUBDOMAINS

We demonstrate how the matrix equation �20� will be
modified when Dirichlet type and Neumann type boundary
conditions are imposed at the interface between adjacent sub-
domains. For simplicity, we use a problem with only two
subdomains, labeled as 1 and 2, as an example. Each subdo-
main contains �M +1��N+1� grid points with �M +1��N+1�
corresponding field unknowns. Equation �20� now becomes

TABLE IV. Normalized frequencies of TE first and eleventh
bands at the M point for the PC of Fig. 13 obtained with different
polynomial degrees.

Normalized frequency ��a /2�c�

N Grid points First mode Eleventh mode

3 1600 0.386564781760 1.278455023882

6 4900 0.388675486464 1.294990564406

8 8100 0.388818441981 1.295716582941

10 12100 0.388868307141 1.295974347129

12 16900 0.388890312409 1.296088577065

13 19600 0.388901559911 1.296147017684

FIG. 14. �Color online� Band diagrams for the PC structure of Fig. 13. �a� TE and �b� TM mode.
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FIG. 15. �Color online� �a� Normalized frequencies of the TM
fourth and fifth bands at the X point in Fig. 4�b� for r /a between 1.8
and 2.0. The inset gives an enlarged plot of the crossover region.
The bands have mode patterns A and B. �b� Constant-Ez contours
for mode pattern A. �c� Constant-Ez contours for mode pattern B.

FIG. 16. �Color online� Normalized frequency gap width from
the results of Fig. 15 near the crossover region plotted as a function
of �=r /a−0.186 657 7.

FIG. 17. Mode patterns B at points P1 to P6 in Fig. 16.
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where 	i
1 and 	i

2 �i=0,1 , ¯ ,h� are the elements of ���1
and ���2, respectively, and h= �M +1��N+1�−1. The spatial
derivatives of ��� can be obtained using a matrix operator as
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where j denotes x or y, and D� j00
1 or D� j00

2 is D� j00 of Eq. �19�
defined in the corresponding subdomain. Consider a particu-
lar grid point at the interface, which corresponds to the uth
point of subdomain 1 and the vth point of subdomain 2, and
with unknown field values 	u

1 and 	v
2, respectively. Then,

the discrete form of Eq. �3� is written as

	u
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for both TE and TM modes, and that of Eq. �6� as
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for the TE mode and
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for the TM mode. Rewriting the �u+1� th and �h+v+1� th
rows of Eq. �A1� using Eqs. �A3� and �A4�, Eq. �A1� is
modified to be
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where J denotes the TE or TM mode, with Bui
1TE=nxDxui

1

+nyDyui
1 , Bvi

2TE=−�na /nb�2�nxDxvi
2 +nyDyvi

2 �, Bui
1TM=nxDxui

1

+nyDyui
1 , and Bvi

2TM=−�nxDxvi
2 +nyDyvi

2 �, where i=0,1 , ¯ ,h.

Note that, after imposing the two boundary conditions at one
grid point, the dimension of the matrix eigenvalue equation
is reduced by 2.
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