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The influence of the crystal field on the phase diagrams of the bilayer spin-1 Ising model on the Bethe
lattice is studied in terms of the intralayer coupling constants J1 and J2 of the two layers and interlayer
coupling constant J3 between the layers for given values of the coordination number q by using the recursion
relation scheme. The six distinct ground-state configurations of the model are obtained on the �J2 /J1 ,J3 /qJ1�
plane with J1�0, the ferromagnetic coupling, for given values of the crystal field. Then, the phase diagram
of the system is obtained on the �kT /J1 ,J3 /J1� plane for given values of the crystal field and �=J2 /J1

with q=4 corresponding to the square lattice in real lattice systems. It was found that the system presents
both first- and second-order phase transitions, therefore, tricritical points. The paramagnetic phase was also
divided into two phases, P+ and P−, by studying the thermal behavior of the quadrupolar moments of the two
layers.
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I. INTRODUCTION

The magnetic properties of the multilayer structures
or thin films are important and attempts to understand
them have led to a deep insight into their fundamental struc-
tures. The magnetic properties are obviously different from
those of the corresponding bulk and semi-infinite systems.
Owing to the development of the science and technology,
the magnetic thin films consisting of various magnetic lay-
ered structures or superlattices have been manufactured,
therefore, they have been receiving intense attention in re-
cent years for both theoretical and experimental reasons.
These materials are made up with multiple layers of different
magnetic substances, hence there is a high potential for tech-
nological advances in information storage and retrieval and
in synthesis of new magnets for a variety of applications �1�,
besides they also exhibit some interesting magnetic proper-
ties such as giant magnetoresistance �2�, surface magnetic
anisotropy �3�, enhanced surface magnetic moment �4�, and
surface magnetoelastic coupling �5�.

Maybe the simplest and the cornerstone of almost
every study in magnetic systems are usually carried out
with spin 1/2, as a result the multilayered structures or Ising
films containing spin 1/2 are studied theoretically with
many techniques and for many physical reasons such as in
understanding the critical behaviors of such layered systems.
Therefore, these systems were investigated within several
different frameworks, that is in the mean-field theory
�MF� �6�, within the framework of the effective field theory
�EFT� �7�, and by the use of Monte Carlo simulations
�MC� �8�.

Besides the methods mentioned above, we could also re-
port some studies made with other techniques for spin 1/2,
that is, the ground state of the square lattice bilayer quantum
antiferromagnet with nearest and next-nearest neighbor inter-
layer interaction by means of the modified spin-wave method
�9�, the symmetric two-layer Ising model by the corner trans-
fer matrix renormalization group method to calculate the
critical points and critical exponents �10�, a two-layer Ising
system, in which the coupling strengths within each layer are

in general unequal and also differ from the coupling strength
between the layers, by means of a mean-field theory, a
generalized mean-field theory, a scaling approach and high-
temperature series expansions �11�, a simple criterion which
allows for the straightforward determination of the order-
disorder critical temperatures is found and which predicts
that �=0.2656 for the two coupled layers of Ising spins �12�,
a simple model for the temperature and the thickness depen-
dence of the direction of magnetization of ferromagnetic thin
films or sandwiches �13�, the magnetic properties of two dif-
ferent magnetic films separated by a nonmagnetic spacer by
means of the variational cumulant expansion �14�, the
multilayer square lattice Heisenberg antiferromagnet with up
to six layers in terms of series expansions �15�, the infinite
ferromagnetic AB1AB2 superlattice and A�na�B�nb� sandwich
structures in a linear cluster approximation �LCA� �16� and a
simple cubic-type structure to determine the magnetic prop-
erties for superlattices of periodic Ak�ApB1−p�1Bh formula
consisting of k layers of spin-1/2 A ions, h layers of spin-1/2
B ions, and a single layer disordered alloy interfaces between
them �17�.

We should also bring up that the spin-1/2 Ising model for
the multilayered structures are also studied on the fictitious
trees and lattices, i.e., a variety of the aspects of a bilayer
system of Ising spins including accurate estimates of the
critical temperature for ferromagnetic interactions, scaling of
the critical temperature when the interlayer interaction goes
to zero, and approximations of the phase diagrams for the
case when antiferromagnetic interlayer interactions are
present including location of the tricritical point �18� on
Husimi trees, the behavior of the Ising thin films through the
use of layered Bethe lattices and Husimi trees �19�, the
role of the interlayer coupling between CuO2 planes on
bilayer-group high-Tc superconductors within a simple ran-
domly decorated bilayer Ising model and a Bethe-lattice ap-
proach �20�, and the exact expressions for the free energy
and the magnetization of an Ising model on a two-layer Be-
the lattice by using an iteration technique in a pairwise
approach �21�.
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The spin-1/2 Ising model does not include the crystal
field, hence in order to study the crystal field effects on the
multilayered structures or thin films one has to use at least
spin-1 Ising models. As a result, the spin-1 Ising system has
attracted a great deal of attention and was introduced for
studying the superfluidity and phase separation in Helium
mixtures �22�, afterwards this model was extended for
the systems characterized with three states such as solid-
liquid-gas systems, multicomponent fluid and liquid crystal
mixtures �23�, microemulsions �24�, semiconductor alloys
�25�, ternary mixtures �26�, electron conduction models �27�,
martensitic transformations �28�, and two-dimensional
Blume-Emery-Griffiths-Potts model �29�.

Therefore, the multilayered systems consisting of spin 1
are also of interest: the effects of surface single-ion aniso-
tropy and surface dilution on surface phase transitions of a
semi-infinite Ising model with diluted spins on the surface
were investigated by the use of an effective field theory �30�,
ellipsometric and calorimetric studies of argon and krypton
adsorbed on triangular lattice graphite substrates have found
a sequence of apparent reentrant layering transitions between
integer-plus-one-half coverages �31�, which motivated the
study of preroughening and layering transitions on triangular
lattice substrates by the use of the solid-solid models �32�.
The magnetic phase diagram of a thin film is determined at
T=0 by including the exchange coupling, the magnetic di-
pole coupling, as well as second- and fourth-order lattice
anisotropies �33�. The complete global phase diagram for a
spin-1 bilayer Blume-Emery-Griffths �BEG� model is stud-
ied by the use of cluster variational theory in the pair ap-
proximation �34�, motivated by the experiments of the effect
of the interlayer exchange interaction on the magnetic prop-
erties of coupled Co/Cu/Ni trilayer that was studied theo-
retically and the magnetization and susceptibility of the
coupled ferromagnetic trilayers calculated with a Green’s
function-type theory �35�, respectively. The order-disorder
layering transitions are studied in the presence of a variable
crystal field by using the Monte Carlo simulations and mean-
field theory �36�, respectively. The effect of the transverse
field on bulk melting and layering sublimation transitions of
the BEG model was studied by using the mean-field theory
�37�. The phase transitions of a transverse spin-1 Ising
L-layer film of simple cubic symmetry with nearest-neighbor
exchange interactions was examined within the framework
of the effective-field theory and again using the effective-
field theory with a probability distribution technique that ac-
counts for the self-spin-correlation functions, the layer lon-
gitudinal magnetizations and quadrupolar moments of a
spin-1 Ising film and their averages are examined �38�,
respectively.

We should also note that the exact solutions for the
realistic systems on regular lattices are generally unavailable,
therefore, one usually relies on approximation methods
to obtain, at least, a qualitative picture for the phase dia-
grams of the considered system at hand. As a result, one
may even introduce a lattice-like fictitious tree to find
exact or approximate solutions of the model. A Bethe
lattice is such a lattice, which is an infinitely Cayley or regu-
lar tree that is a connected graph without circuits and histori-
cally gets its name from the fact that its partition function is

exactly that of an Ising model on the Bethe approximation
�39�. The importance is that the Bethe lattice is an infinite
tree gives us the negligible boundary effects, therefore,
far from the boundary sites that is deep inside the Cayley
tree, now Bethe lattice, all the sites become equivalent,
thus studying the behavior of one spin, named as the central
spin, is enough to obtain the full picture of the system.
We should also comment that the Bethe lattice calculations
provides exact solutions and results of which qualitatively
better approximations for the regular lattices than solutions
obtained by the conventional mean-field theories �40�. In ad-
dition, the cluster variation method in the pair approximation
studies on regular lattices yield results that are exact for the
same model on the Bethe lattice �41�. Of course, the Bethe
lattice considerations also have some limitations, that is it
predicts a transition temperature higher than that for a regu-
lar lattice and it is not reliable for predicting critical expo-
nents �21�, where also the correspondence of the Bethe lat-
tice with regular lattices and real physical systems and
whether it can be embedded into a finite-dimensional Euclid-
ean space are also discussed. Therefore, in this work we
study the bilayer spin-1 Ising system on the Bethe lattice by
using the recursion relations obtained by the pairwise
approach �21�.

The rest of the paper is organized as follows. In Sec. II,
the bilayer Ising model is introduced and then the ground-
state phase diagrams are obtained and discussed. Sec. III is
devoted to obtaining the order-parameters and the free en-
ergy of the system in terms of the recursion relations exactly.
In Sec. IV we have presented the phase diagrams of the
model for given values of the crystal field D /qJ1 and
�=J2 /J1 on the �kT /J1 ,J3 /J1� plane for q=4. Finally, in the
last section we give a brief summary and concluding
remarks.

II. BILAYER BETHE LATTICE AND ITS GROUND
STATES

The bilayer Bethe lattice is an extension of its one-layer
version �42�. The one-layer version consists of a central
spin which may be called the first generation spin. This cen-
tral spin has q nearest neighbors �NN�, i.e., coordination

FIG. 1. The two-layer Bethe lattice of coordination number
q=3. G1 and G2 refer to the upper and lower layers containing the
spins labeled as Si and �i�, respectively. While J1 and J2 are the
bilinear interactions of spins in G1 and G2, J3 is the one for the
adjacent spins of G1 and G2.
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number, which forms the second-generation spins. Each spin
in the second-generation is joined to �q−1� NN’s. Therefore,
in total this generation has q�q−1� NN’s which form the
third generation and so on to infinity. We consider two iden-
tical layers of Bethe lattices G1 and G2 which are placed
parallel to each other forming the bilayer Bethe lattice as
shown in Fig. 1. In each layer, every spin interacts with its
NN and the corresponding adjacent spins in the other layer
whose sites are labeled by i and i�, respectively as seen in
Fig. 1.

The Ising Hamiltonian of such a bilayer Bethe lattice
system is given as

H = − J1�
�ij�

SiSj − J2 �
�i�j��

�i�� j� − J3�
�ii��

Si�i� − D�
i

Si
2

− D�
i�

�i�
2 , �1�

where Si and �i� take the values ±1 and 0, and refer to the
spins of G1 and G2, J1 and J2 are the intralayer bilinear
interactions and, the first and second summation is over all
sites of G1 and G2, respectively. J3 is the interlayer bilinear
interaction of NN spins between the layers, therefore
the third summation runs over all the adjacent neighboring
sites of G1 and G2. The layers are assumed to be under
the influence of equal crystal field D, so the fourth and
final sums run over all the lattice sites in each layer,
respectively.

In order to define the system completely one should
consider five order parameters to obtain the critical behaviors
of the model. Two of these order parameters correspond
to thermal average of total spins of layers G1 and G2, that
is the magnetizations of layers, defined as follows:

m1 =
1

N
�
i=1

N

�Si�, m2 =
1

N
�
i�=1

N

��i�� . �2�

But, instead of these order parameters, it is much appropriate
to use the total magnetization m and the staggered magneti-
zation � which are defined as

m =
1

2
�m1 + m2�, � =

1

2
�m1 − m2� . �3�

The third order parameter corresponds to the interlayer inter-
action of adjacent NN spins of the layers, called as the spin-
spin correlation function between the two layers, is defined
as

� =
1

N
�

i=i�=1

N

��Si�i�� − �Si���i��� . �4�

The last two order-parameters of the model are the quadru-
polar order parameters of the layers defined as

Q1 =
1

N
�
i=1

N

�Si
2�, Q2 =

1

N
�
i�=1

N

��i�
2 � . �5�

Instead, we have prefered to use the average of quadrupolar
order parameteres of the layers given as

Q =
1

2
�Q1 + Q2� , �6�

which is used to distinguish the P+ and P− phases of the
paramagnetic phase corresponding to �i� m=0, Q�2/3 and
�ii� m=0, Q�2/3, respectively.

Before obtaining the phase diagrams, first we have
to study analytically the effects of the crystal field on
the ground states, i.e., the phase diagrams of the model at
zero absolute temperature. The ground-state energy in units
of J1 may be described by the following Hamiltonian:

E

qJ1
= − �

�plaq�
� J1

J1
SiSj +

J2

J1
�i�� j� +

J3

qJ1
�Si�i� + Sj� j��	�

+
D

qJ1
�Si

2 + Sj
2 + �i�

2 + � j�
2 �	 , �7�

where the summation goes over all plaquettes and
each plaquette consists of four nearest-neighbor pair
of the two-layer system with one pair, �ij�, on G1, one pair,
�i�j��, on G2, and two pairs, �ii�� and �j j��, connecting
G1 and G2.

FIG. 2. The six distinct ground-state phase diagrams of the
two-layer spin-1 Ising model with �a� D /qJ1	0, �b�
D /qJ1=−0.25, �c� D /qJ1=−0.5, �d� D /qJ1=−0.75, �e�
D /qJ1=−1.0, and �f� D /qJ1=−1.5. Because of the competition be-
tween the crystal field and the bilinear interactions new configura-
tions appear and as D /qJ1 becomes more negative the paramagnetic
configurations are preferred, see Table I.
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The ground-state phase diagrams with respect to the crys-
tal field change are obtained for J1�0 on the �J2 /J1 ,J3 /qJ1�
plane for given values of D /qJ1 and presented in Figs.
2�a�–2�f�. This is done by comparing the values of the di-
mensionless energy E /qJ1 for different spin configurations
and then the ground-state configuration is the one with the
lowest energy for given values of J2 /J1, J3 /qJ1, and D /qJ1.
As a result, we have obtained the thirteen different types of
ground-state configurations shown in Table I.

As shown in Fig. 2, the different ground-state configura-
tions appearing in Table I are separated by the multiphase
lines. The connection points of these lines form the
multiphase points where more than one ground-state con-
figurations can coexist as in the multiphase lines. When
D /qJ1	0.0, the model only presents the first five configu-
rations, ferromagnetic �F�, compensated �C�, mixed �M�, an-
tiferromagnetic �A�, and surface ferromagnetic �SF� as ex-
plained in �43�. However, when D /qJ1 becomes more and
more negative owing to the competition between the bilinear
interactions and D /qJ1, the configurations are seen to appear
which tries to take the system towards the paramagnetic con-
figurations. For example, for D /qJ1=−0.25 and −0.5, the
additional configurations VI–X has appeared as shown in
Figs. 2�b� and 2�c�, respectively, but for D /qJ1�−0.5 the
configurations IV and VII of Figs. 2�b� and 2�c� is replaced
with XIII and XII in Figs. 2�d�–2�f�, besides the appearance
of the new configuration XI. Therefore, it is now obvious
that the crystal field effects does change the ground-state
configurations of the model drastically. These different
ground-state configurations give us valuable insight for
obtaining phase diagram at higher temperatures.

III. THE ORDER PARAMETERS AND THE FREE
ENERGY OF THE BILAYER SYSTEM

We are now ready to obtain the order-parameters and the
free energy of the model in terms of the recursion relations
on the bilayer Bethe lattice. Thus, first we have to obtain the
partition function by using the Ising Hamiltonian given in
Eq. �1�. It is going to be assumed that adjacent NN spins of
G1 and G2 are considered as pairs, so we employ the use of
the pairwise approach �21�. The first pair deep inside the
bilayer lattice is called the central pair which forms the first-
generation spins. This central pair of spins connected by q
NN spin pairs, i.e., coordination number, which forms the
second generation spins. Each pair of spins in the second
generation is joined to �q−1� NN’s. Therefore, in total the
second generation has q�q−1� NN’s which form the third
generation and so on to infinity. As a result each spin has
�q+1� NN spins, q from the layer it belongs to and one from
the adjacent layer.

The partition function is defined as

Z = �
All Config.

e−�H = �
Spc

P�Spc� , �8�

and is to be obtained in terms of the recursion relations and,
where P�Spc� can be thought of as an unnormalized
probability distribution. If the bilayer Bethe lattice is cut at
the central site with pair of spins ��0� ,S0� then it splits up
into q identical branches. Each of these is a rooted tree at the
central site. It should be mentioned that the phrase spin site
refers to the sites of the spins while the word site refers to the
sites of the pair of spins, such as central site, first site,
etc…As a result, P�
�0� ,S0�� for the central pair may be
written as

P�
�0�,S0�� = exp���J3S0�0� + DS0
2 + D�0�

2 ��


 �
j=1

q

Qn���0�,S0�
��,S� j� , �9�

where �� ,S� j indicates the pairs of the spins of the jth sub-
tree other than the central pair ��0� ,S0�, the suffix n denotes
the fact that the subtree has n shells, i.e., n steps from root to
the boundary sites and

Qn���0�,S0�
��,S� j� = exp���J1S0S1 + J2�0��1� + J3�1�S1

+ D�S1
2 + �1�

2 ����� + J1�
�ij�

SiSj

+ J2 �
�i�j��

�i�� j� + J3�
�ii��

Si�i� + D�
i

Si
2

+ D�
i�

�i�
2 �� . �10�

The first three summations in the last equation are over all
edges of the subtree other than the edge �0, 1� of the pairs in
G1, �0� ,1�� of the pairs in G2 and �1,1�� of the pairs among
the layers, respectively, and the summation over i and i�
is over all spin sites other than the central spin sites. In
addition, if the subtree with n=1 as shown in Fig. 1, for

TABLE I. Ground-state configurations.
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instance the most-left subtree, is cut at the site 1 next to site
0, then it also decomposes into q pieces: one being the trunk
with spin sites �0,0�� and �1,1�� and the rest being the iden-
tical branches. Each of these branches is a subtree like the
original but with �n−1� shells and �q−1� NN pair of spins.
Therefore,

Qn���0�,S0�
��,S� j� = exp���J1S0S1 + J2�0��1� + J3S1�1�

+ DS1
2 + D�1�

2 ��


 �
k=1

q−1

Qn−1���1�,S1�
��,S�k� , �11�

where �� ,S�k denotes kth branch of the sub-subtree, i.e., n
=2. Thus the formulation continues in this way by taking n
steps from the central pair to the boundary sites, and in the
thermodynamic limit n→�, where the surface effects may
be neglected. The function gn��0� ,S0� is the partition function
of a separate branch and defined as

gn��0�,S0� = �
��1�,S1�

exp���J1S0S1 + J2�0��1� + J3S1�1� + DS1
2

+ D�1�
2 �� 
 gn−1

q−1��1�,S1� , �12�

and may be obtained explicitly by summing over all the spin
states, which yields nine different functions depending on the
values of the central pair spins �0� and S0, each having the
spin values ±1 and 0, in terms of the bilinear interactions and
crystal field. As a result, we are now ready to introduce the
eight recursion relations, X�i� with �i=1, . . . ,8�, as the ratios
of the gn functions as

X1 =
gn�+ , + �
gn�0,0�

, X2 =
gn�+ ,0�
gn�0,0�

, X3 =
gn�+ ,− �
gn�0,0�

,

X4 =
gn�0, + �
gn�0,0�

,

X5 =
gn�0,− �
gn�0,0�

, X6 =
gn�− , + �
gn�0,0�

, X7 =
gn�− ,0�
gn�0,0�

, �13�

X8 =
gn�− ,− �
gn�0,0�

.

As explained above, we can easily obtain the recursion rela-
tions from Eqs. �12� and �13�:

Xn
1 = f1�Xn−1

1 ,Xn−1
2 ,Xn−1

3 ,Xn−1
4 ,Xn−1

5 ,Xn−1
6 ,Xn−1

7 ,Xn−1
8 � ,

Xn
2 = f2�Xn−1

1 ,Xn−1
2 ,Xn−1

3 ,Xn−1
4 ,Xn−1

5 ,Xn−1
6 ,Xn−1

7 ,Xn−1
8 � ,

Xn
3 = f3�Xn−1

1 ,Xn−1
2 ,Xn−1

3 ,Xn−1
4 ,Xn−1

5 ,Xn−1
6 ,Xn−1

7 ,Xn−1
8 � ,

Xn
4 = f4�Xn−1

1 ,Xn−1
2 ,Xn−1

3 ,Xn−1
4 ,Xn−1

5 ,Xn−1
6 ,Xn−1

7 ,Xn−1
8 � ,

Xn
5 = f5�Xn−1

1 ,Xn−1
2 ,Xn−1

3 ,Xn−1
4 ,Xn−1

5 ,Xn−1
6 ,Xn−1

7 ,Xn−1
8 � ,

Xn
6 = f6�Xn−1

1 ,Xn−1
2 ,Xn−1

3 ,Xn−1
4 ,Xn−1

5 ,Xn−1
6 ,Xn−1

7 ,Xn−1
8 � ,

Xn
7 = f7�Xn−1

1 ,Xn−1
2 ,Xn−1

3 ,Xn−1
4 ,Xn−1

5 ,Xn−1
6 ,Xn−1

7 ,Xn−1
8 � ,

Xn
8 = f8�Xn−1

1 ,Xn−1
2 ,Xn−1

3 ,Xn−1
4 ,Xn−1

5 ,Xn−1
6 ,Xn−1

7 ,Xn−1
8 � ,

�14�

where the explicit definitions of f i�Xn−1
�i� � with �i=1, . . . ,8�

functions are given in the Appendix .
Through Xn

�i� with �i=1, . . . ,8�, one can express the dipo-
lar and quadrupolar order parameters and other thermody-
namic quantities, so we can say that in the thermodynamic
limit �n→ � �X�i� with �i=1, . . . ,8� determine the states
of the system. For this reason the recursion relations can also
be called the equations of state for the bilayer Ising model.
The magnetizations of the first and the second layer are
calculated as

m1 = �S0� = �e��J3+2D��Xn
1�q − e��−J3+2D��Xn

3�q + e�D�Xn
4�q

− e�D�Xn
5�q + e��−J3+2D��Xn

6�q − e��J3+2D��Xn
8�q�/D2,

�15�

m2 = ��0�� = �e��J3+2D��Xn
1�q + e�D�Xn

2�q + e��−J3+2D��Xn
3�q

− e��−J3+2D��Xn
6�q − e�D�Xn

7�q − e��J3+2D��Xn
8�q�/D2,

�16�

and the spin-spin correlation function between the adjacent
spins of the layers are expressed by

� = �e��J3+2D��Xn
1�q − e��−J3+2D��Xn

3�q − e��−J3+2D��Xn
6�q

+ e��J3+2D��Xn
8�q�/D2 − m1m2, �17�

and the quadrupolar moments of the layers are obtained,

Q1 = �S0
2� = �e��J3+2D��Xn

1�q + e��−J3+2D��Xn
3�q + e�D�Xn

4�q

+ e�D�Xn
5�q + e��−J3+2D��Xn

6�q + e��J3+2D��Xn
8�q�/D2,

�18�

Q2 = ��0�
2� = �e��J3+2D��Xn

1�q + e�D�Xn
2�q + e��−J3+2D��Xn

3�q

+ e��−J3+2D��Xn
6�q + e�D�Xn

7�q + e��J3+2D��Xn
8�q�/D2,

�19�

where

D2 = e��J3+2D��Xn
1�q + e�D�Xn

2�q + e��−J3+2D��Xn
3�q + e�D�Xn

4�q

+ e�D�Xn
5�q + e��−J3+2D��Xn

6�q + e�D�Xn
7�q + e��J3+2D��Xn

8�q

+ 1. �20�

In addition to the thermal behaviors of the order param-
eters, we also need the free energy in terms of the recursion
relations to obtain the phase diagram of the model. There-
fore, the free energy of the bilayer Bethe lattice is calculated
as

− �F = ln�D2� +
q

2 − q
ln�D1� , �21�

where D2 and D1 are given in Eq. �20� and in the
Appendix, respectively. In order to determine the first-order
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phase transition temperatures one has to use a free-energy
analysis. It is worthwhile to mention that in solving the re-
cursion relations, one has to assign initial values for each of
them. Therefore, varying the initial values may result in dif-
ferent solutions for all the thermodynamic functions includ-
ing the free energy. Thus, the temperature at which these free
energy solutions combine is the first-order phase transition
temperature.

In concluding this section, we should remark that in order
to obtain the thermal behaviors of the order parameters and
the free energy, first the recursion relations are calculated by
using an iteration scheme, then the found values of the
recursion relations are inserted into the definitions of the or-
der parameters and the free energy which are the functions of
the bilinear interactions, crystal field, and coordination num-
ber q, which is fixed at 4.

IV. THE CRYSTAL FIELD EFFECT ON THE PHASE
DIAGRAMS OF THE BILAYER BETHE LATTICE

After having obtained the necessary equations for the cal-
culation of the order parameters, i.e., the total and staggered
magnetizations, the average of quadrupolar moment and the
spin-spin correlation function, and the free energy of the bi-
layer Bethe lattice in the existence of the crystal field, we are
now ready to obtain the phase diagrams on the �J3 /J1 ,kT /J1�
plane. It is a standard definition that the phase transition is
the second-order type when the total or staggered magneti-

zations change continuously from one phase to the other and
is the first-order type if these magnetizations give a discon-
tinuity during the phase transition. As a result, the phase
diagrams are constructed by considering the thermal change
of the order parameters and the free energy and, the ground-
state phase diagram of the model for the coordination num-
ber q=4. We have obtained phase diagrams depending on the
values of the crystal field and J2 /J1 by using the six different
characteristical ground-state phase diagrams of the model.

The first phase diagrams of the model are obtained for the
positive values of D /qJ1 for J2 /J1�0.1 and 0.5, see Fig.
3�a�, and J2 /J1�1, 2 and 4 as shown in Fig. 3�b�. The solid,
dashed, and dotted lines are used to label the second-order
phase transition lines for D /qJ1=3, 2, and 1, respectively,
and the tricritical points are labeled with the values of J2 /J1.
One can divide these phase diagrams into three sections; that
is the left- and right-hand sides of the tricritical point shown
with a solid circle �•� divides the two ordered phases, i.e.,
ferromagnetic �F� and compensated �C�, with the first- and
second-order phase transition lines at J3 /J1=0, respectively,
and from the end of this second-order line two more
branches of the second-order lines emerge symmetrically,
where the upper and the lower parts of these lines separate
the phases �F� and �C� from the P+ phase, as shown in Fig.
3. It should be mentioned that the tricritical points for
J2 /J1=1, 2, and 4 almost seem to be at the same temperature,
but as J2 /J1 decreases, for example, 0.1 and 0.5 in Fig. 3�a�,
the tricritical points are seen at lower and different tempera-
tures, see also Refs. �21,43�. One last point of this figure is
that the interlayer interaction aligns the spins of the layers in
the same direction when positive and oppositely when nega-
tive, since the crystal field acts on the squares of the spins,
thus, the symmetry of the model with respect J3 /J1 axes will
not be spoiled by the crystal field effects. The decrease in
D /qJ1 makes the configurations move towards wider para-
magnetic regions, which is also obvious from the ground-
state phase diagrams. In addition, as J3 /J1 increases, the
crystal field cannot overcome the ordering effect of J3 /J1

FIG. 3. The model gives only the first-order phase transition
lines until �•� along the J3 /J1=0 axis and the second-order lines as
shown with dotted, dashed, and solid lines corresponding
D /qJ1=1,2, and 3, respectively, and obtained for �a� J2 /J1=0.1 and
0.5 and �b� J2 /J1=1, 2, and 4.

FIG. 4. For D /qJ1=−0.25 additional first-order lines and tric-
ritical points appear for J2 /J1=0.1 as shown in the inset. The be-
haviors of the other lines for J2 /J1=0.5, 1, 2, and 4 are the same as
in Fig. 3. The gray lines indicate the boundary between the P+ and
P− phases.
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anymore, thus at higher J3 /J1 these second-order lines for
the values of D /qJ1 overlap.

The next phase diagram is calculated for D /qJ1=−0.25
and illustrated in Fig. 4. According to the ground-state phase
diagram for positive J2 /J1 until 0.5 a new configuration, i.e.,
configuration VII as given in Table I, appears in comparison
with the previous figure. The behaviors of the second-order
lines for J2 /J1=0.5, 1, 2, and 4 has not changed but when
J2 /J1=0.1 two first-order lines appear at J3 /J1= ±0.8 which
continue until the corresponding �•� from which the second-
order lines emerge. The lower and upper parts of these lines
separate the compensated and the ferromagnetic phases from
the phase VII, respectively, which end on the other second-
order line which is the same as in Fig. 3. Because of the
crystal field effect, the first-order lines now also seen for
J3 /J1�0.0.

For D /qJ1=−0.5, the second-order lines for J2 /J1=2 and
4 of Fig. 5�a� are the same as before, when it equals to 1.0
two �•�’s appear which correspond to the multiphase point of
Fig. 2�c�. Then the two first-order lines symmetrically and
asymptotically go to J3 /J1=0.0 where they combine and
continue until the zero temperature. In Fig. 5�b� for J2 /J1
=0.1 and 0.5, the critical lines not only show the similar
behaviors as in the case with J2 /J1=1.0, but now also some
other critical lines appear. These critical lines for each J2 /J1
seen to be as two first-order lines starting from the zero tem-
perature symmetrically with respect to J3 /J1 axes. At the
ends of them two more �•�’s appear and from them two
second-order lines emerge and continue until combining to
their corresponding first-order lines, called the critical end
point, for each J2 /J1.

In the next figures for D /qJ1=−0.75, again the behaviors
of the critical lines are the same as with the inset of Fig. 4
but having the configuration XI as given in Fig. 2�d� and

FIG. 5. D /qJ1=−0.5. �a� For J2 /J1=2 and 4, the critical lines
behave as before but J2 /J1=1, the first-order line along J3 /J1=0
axis, is separated into two branches and �b� J2 /J1=0.1 and 0.5, the
configuration VII is also seen.

FIG. 6. D /qJ1=−0.75. �a� For J2 /J1=2 and 4, the configuration
XI is also seen. �b� J2 /J1=0.1, 0.5, and 1, now the P− phase is also
available at zero temperature.

FIG. 7. �a� D /qJ1=−1.0 and �b� D /qJ1=−1.5. It is obvious that
as the crystal field become more negative the boundaries of the
configurations XI and XII, or the P− phase, increase.
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illustrated in Fig. 6�a�. In Fig. 6�b�, two first-order lines for
each of J2 /J1=0.1, 0.5, and 1.0 emerge symmetrically, which
are seen at higher values of J3 /J1 as J2 /J1 becomes smaller;
this is also obvious from the slopes of the multiphase lines
separating the phase XII �P− phase� from the phases I and II
of Fig. 2�d�. Again from the ends of these lines at the �•�’s
the corresponding second-order lines come out. It is now
very clear that the crystal field effects are dominant to the
interlayer interactions, thus, even at zero temperature the P−
phase appears.

Finally, the last phase diagrams are given in Figs. 7�a� and
7�b� and obtained for D /qJ1=−1.0 and −1.5. When compar-
ing the ground-state phase diagrams in Figs. 2�d�–2�f�, they
all have the same configurations but with different shapes
in the antiferromagnetic region, however, in the ferromag-
netic region the only differences are the growing of the
phases XI and XII. Therefore, the obtained phase diagrams
of the corresponding D /qJ1=−1.0 and −1.5 are similar with
the previous phase diagrams of this work.

Meanwhile, we have also separated the paramagnetic
phase into the phases P+ and P− by studying the thermal
variations of the quadrupolar moments of the layers. The
boundary between these two phases corresponding to
Q=2/3 is indicated with gray solid lines in the phase
diagrams. Two boundary lines symmetrically emerge from
the second-order phase transition lines for J3 /J1�0 and
J3 /J1�0, i.e, the second-order lines separating the �F� and
�C� phases from the paramagnetic phases, respectively, ex-
cept in Fig. 4 for J2 /J1=4, this line does not combine with
the second-order line but instead makes a half-closed loop at
higher temperatures. The region between these two lines cor-
responds to the P− phase, while the exterior regions corre-
spond to the P+ phase. It is well-known that the quadrupolar
order-parameter depends strongly on the values of the crystal
field. We have found that for positive values of the crystal
field the system only presents the P+ phase as in Fig. 3, but
for the negative values the P− phase also appears as in the
rest of the figures.

In concluding this section we should note that by using
the order-parameters, free energy and the ground state phase
diagrams of the model, we have constructed the phase dia-
grams on the �kT /J1, J3 /J1� plane showing the crystal field
effect on the system in a great detail.

V. CONCLUSIONS

As an extension of bilayer spin-1 Ising model �43�, we
have studied the same model with the inclusion of the crystal
field to see its effects on the phase diagrams with q=4. It is
found that for the positive values of D /qJ1 the phase dia-
grams does not change too much except for the extension of
the paramagnetic phases towards the zero temperature. But
as D /qJ1 becomes more and more negative the phase dia-
grams change drastically, this is caused by the competition
with the interlayer bilinear interaction. This is also obvious
from the ground-state phase diagrams, since at higher
negative values the zeros of the configurations, i.e., paramag-
netic phase regions, increase. We should also note that for
the positive values of D /qJ1 the phase diagrams of the bi-

layer spin-1/2 �21� and spin-1 �43� are similar, except for the
negative values, the changes are now clear to see.

The results of this work is only obtained for the ferromag-
netic coupling in each layer and ferro- or antiferromagnetic
couplings between the layers. While the studies of the anti-
ferromagnetic coupling of each layer to examine the crystal
field effects on the phase diagrams and also increasing the
number of layers may have been much more interesting, we
have to say that the obtaining of the phase diagrams in this
study was quite overwhelming.

APPENDIX

The explicit definitions of f i�Xn−1
�i� � �i=1, . . . ,8� functions

are given as

f1�Xn
�i�� = �e��J1+J2+J3+2D��Xn

1�q−1 + e��J2+D��Xn
2�q−1

+ e��−J1+J2−J3+2D��Xn
3�q−1 + e��J1+D��Xn

4�q−1 + e��−J1+D�


�Xn
5�q−1 + e��J1−J2−J3+2D��Xn

6�q−1 + e��−J2+D��Xn
7�q−1

+ e��−J1−J2+J3+2D��Xn
8�q−1 + 1�/D1,

f2�Xn
�i�� = �e��J2+J3+2D��Xn

1�q−1 + e��J2+D��Xn
2�q−1 + e��J2−J3+2D�


�Xn
3�q−1 + e�D�Xn

4�q−1 + e�D�Xn
5�q−1 + e��−J2−J3+2D�


�Xn
6�q−1 + e��−J2+D��Xn

7�q−1 + e��−J2+J3+2D��Xn
8�q−1

+ 1�/D1,

f3�Xn
�i�� = �e��−J1+J2+J3+2D��Xn

1�q−1 + e��J2+D��Xn
2�q−1

+ e��J1+J2−J3+2D��Xn
3�q−1 + e��−J1+D��Xn

4�q−1 + e��J1+D�


�Xn
5�q−1 + e��−J1−J2−J3+2D��Xn

6�q−1 + e��−J2+D��Xn
7�q−1

+ e��J1−J2+J3+2D��Xn
8�q−1 + 1�/D1,

f4�Xn
�i�� = �e��J1+J3+2D��Xn

1�q−1 + e�D�Xn
2�q−1 + e��−J1−J3+2D�


�Xn
3�q−1 + e��J1+D��Xn

4�q−1 + e��−J1+D��Xn
5�q−1

+ e��J1−J3+2D��Xn
6�q−1 + e�D�Xn

7�q−1 + e��−J1+J3+2D�


�Xn
8�q−1 + 1�/D1,

f5�Xn
�i�� = �e��−J1+J3+2D��Xn

1�q−1 + e�D�Xn
2�q−1 + e��J1−J3+2D�


�Xn
3�q−1 + e��−J1+D��Xn

4�q−1 + e��J1+D��Xn
5�q−1

+ e��−J1−J3+2D��Xn
6�q−1 + e�D�Xn

7�q−1 + e��J1+J3+2D�


�Xn
8�q−1 + 1�/D1,

f6�Xn
�i�� = �e��J1−J2+J3+2D��Xn

1�q−1 + e��−J2+D��Xn
2�q−1

+ e��−J1−J2−J3+2D��Xn
3�q−1 + e��J1+D��Xn

4�q−1 + e��−J1+D�


�Xn
5�q−1 + e��J1+J2−J3+2D��Xn

6�q−1 + e��J2+D��Xn
7�q−1

+ e��−J1+J2+J3+2D��Xn
8�q−1 + 1�/D1,

OSMAN CANKO AND ERHAN ALBAYRAK PHYSICAL REVIEW E 75, 011116 �2007�

011116-8



f7�Xn
�i�� = �e��−J2+J3+2D��Xn

1�q−1 + e��−J2+D��Xn
2�q−1

+ e��−J2−J3+2D��Xn
3�q−1 + e�D�Xn

4�q−1 + e�D�Xn
5�q−1

+ e��J2−J3+2D��Xn
6�q−1 + e��J2+D��Xn

7�q−1 + e��J2+J3+2D�


�Xn
8�q−1 + 1�/D1,

f8�Xn
�i�� = �e��−J1−J2+J3+2D��Xn

1�q−1 + e��−J2+D��Xn
2�q−1

+ e��J1−J2−J3+2D��Xn
3�q−1 + e��−J1+D��Xn

4�q−1 + e��J1+D�


�Xn
5�q−1 + e��−J1+J2−J3+2D��Xn

6�q−1 + e��J2+D��Xn
7�q−1

+ e��J1+J2+J3+2D��Xn
8�q−1 + 1�/D1,

with

D1 = e��J3+2D��Xn
1�q−1 + e�D�Xn

2�q−1 + e��−J3+2D��Xn
3�q−1

+ e�D�Xn
4�q−1 + e�D�Xn

5�q−1 + e��−J3+2D��Xn
6�q−1

+ e�D�Xn
7�q−1 + e��J3+2D��Xn

8�q−1 + 1.
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