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Femtosecond interferometry of propagation of a laminar ionization front in a gas
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We use optical interferometry to investigate ultrafast ionization induced by an intense, ultrashort laser pulse
propagating in a helium gas. Besides standard phase shift information, our interferograms show a localized
region of fringe visibility depletion (FVD) that moves along the laser propagation axis at luminal velocity. We
find that such a loss of visibility can be quantitatively explained by the ultrafast change of refractive index due
to the field ionization of the gas in the laser pulse width. We demonstrate that by combining the post facto
phase shift distribution with the probe pulse transit effect in the ionizing region, the analysis of the observed
FVD yields significant information on the ultrafast dynamics of propagation of the ionization front in the gas.
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I. INTRODUCTION

Well-established optical interferometry techniques can
provide space-resolved information at the submicrometer
scale on a variety of physical systems through a measure of
the phase shift induced on a probe pulse. Laser-induced plas-
mas are among the most common systems investigated using
this technique [1]. Provided a sufficiently short probe pulse
is used, evolution of plasma electron density can be followed
on an ultrafast time scale using a pump and probelike ap-
proach. Similar techniques have already been successfully
applied to time-resolved analysis of several phenomena in-
cluding, for example, channel formation in gas jets [2], ra-
diative blast waves [3], and characterization of plasma pre-
cursor effects in the interaction of chirped pulse
amplification [4] laser pulses with solids [5]. These systems
are extensively exploited for the investigation of a wide
range of phenomena in both fundamental and applied sci-
ences including the generation of ultrashort pulses of radia-
tion from the UV [6] to the x-ray range [7], laser driven
acceleration of charged particles [8] and benchmarking of
high-field ionization [9] models. In this class of experiments
a variety of additional optical techniques including blueshift
analysis [10,11] and frequency resolved optical gating [12]
are also used to acquire information on the dynamics of ion-
ization.

The use of interferometry for the investigation of ultrafast
phenomena such as ultrafast ionization of gases, can be cum-
bersome. In general, the transient change of the refractive
index of the plasma during probe pulse duration can lead to
a sizeable change of the optical path during probing, with a
consequent smearing of fringes [13]. Additional complica-
tions are due to the so-called probe-transit time effect [14],
that occurs when the time taken by the femtosecond probe
pulse to cross the interaction region is comparable to the
timescale of the process under investigation.

In this paper we report the first experiment in which op-
tical probe interferometry has been used in a nonconven-
tional way to detect ultrafast ionization dynamics of a gas
irradiated by an intense, ultrashort chirped pulse amplifica-
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tion (CPA) pulse. In fact, we find that the CPA pulse induces
a measurable depletion of the fringe visibility (FVD) associ-
ated with the transient change of refractive index in the ion-
izing region. We demonstrate that, combining this FVD with
the standard phase shift information extracted at late times
after pulse propagation (post facto) and taking into account
probe-transit time in the interaction region, a quantitative
investigation of the dynamics of the ionization front can be
obtained. We were able to follow the ionization front from
the focal region, where the intensity is well above the field
ionization threshold, to the beam expanded region, where
local intensity is just above the level required for a detectable
ionization of the gas.

II. EXPERIMENTAL SETUP AND RESULTS

The experiment was performed at the SLIC laser facility
at the Saclay Centre of CEA (France) with the 10 TW UHI10
laser system. The Ti:Sa laser system operates in the CPA
mode and delivers up to 0.6 J in 60 fs laser pulses at 800 nm.
The nanosecond contrast, due to the amplified spontaneous
emission (ASE), was found to be =~10°, while the picosec-
ond pedestal of the femtosecond pulse had a level of ~107*
for a duration of about 1 ps before the main pulse. The main
pulse was focused in the gas jet using a 200 mm, silver
coated off-axis parabolic mirror. The numerical aperture of
the focusing optics was f/2.5 and the maximum focused
nominal intensity was 10" W cm™ in a slightly elliptical
focal spot whose horizontal and vertical diameters were
8 um and 10 um FWHM, respectively. The corresponding
normalized field parameter in the focal spot was ay=2.6.

The gas jet was delivered by a 1 mm diameter, cylindrical
nozzle with the laser pulse propagating at a distance of
200 um from the tip and along a diameter of the nozzle. The
He gas pressure in the valve was 8 bar resulting in a maxi-
mum neutral density around 10?° atoms/cm?®. The best focus
was set to be at the boundary of the jet, at a sufficiently low
gas density so as to prevent plasma formation by the precur-
sor ASE radiation.
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FIG. 1. (Color online) Interferogram of laser propagation in He
(8 bars) taken at three different probing times as indicated in the
figure. The laser pulse propagates from right to left and the dashed
line in the frame (c) shows the 1/¢? profile of the incident beam.
The localized region of transient loss of fringe visibility is clearly
visible on the left, at the end of the propagation path.

A fraction of the main femtosecond pulse was frequency-
doubled by a 2 mm thick, type I KDP crystal and used as an
optical probe propagating perpendicular to the main pulse, in
a Mach-Zehnder interferometer configuration. The probe
pulse duration was estimated to be 130 fs FWHM, with a
pulse shape close to a second order supergaussian profile. A
test of the performance of the interferograms was carried out
measuring the refractive index of neutral He gas showing
that phase shift up to one tenth of a wavelength could be
measured [15] from Fourier analysis [16,13] of the detected
fringe pattern.

The history of the ionization of the gas was measured in a
“pump and probe”-like approach, by taking a series of inter-
ferograms varying shot by shot the probe pulse-to-main
pulse delay, with a time step of 330 fs. The image of Fig. 1
shows a sequence of three interferograms taken at probe
times starting at 1.67 ps, where probe time zero is conven-
tionally defined as the time at which the CPA pulse is at the
position of the best focus. At these times the pulse has just
passed the best focus and the fringe pattern show a conelike
shape with an aperture of approximately 25°. We observe
that this aperture corresponds to the full aperture of the fo-
cusing optics as indicated by the solid line that marks the
1/¢?* profile of the beam, assuming Gaussian propagation.

The longitudinal extent of the perturbed region in the
fringe pattern of Fig. 1(c) is roughly 700 wm, measured from
the best focus position. This value is in a good agreement
with the value expected for a propagation at the speed of
light starting from the position of the best focus at probe time
zero. In fact, the whole sequence of interferometric maps
shows that fringe perturbation proceeds at the speed of light
up to a delay time of 3 ps. Beyond that point, the position of
the fringe perturbation front apparently slows down and no
further propagation is detected after 3.67 ps. At this time the
CPA pulse has propagated for approximately 1.2 mm beyond
the best focus where the local nominal laser intensity is 1.6
%X 105 W/cm? and the electron density is smaller than
107 cm™3.
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FIG. 2. (Color online) Map of fringe visibility obtained from
Fourier analysis of the interferogram of Fig. 1 at 2.33 ps. The map
shows a well defined region of significant loss of fringe visibility.
The longitudinal lineout corresponding to the dashed region is
shown in Fig. 3.

Clearly visible in the interferograms of Fig. 2 is a consid-
erable loss of fringe visibility in an approximately elliptical
region located at the leading edge of the propagating laser
pulse. This feature is very reproducible and only occurs dur-
ing the transit of the pulse in the region where significant
ionization occurs. Also, this loss of fringe visibility is highly
transient and, as discussed below, moves along with the laser
pulse.

III. QUANTITATIVE ANALYSIS OF FRINGE VISIBILITY

A quantitative evaluation of FVD was obtained from our
interferograms using the Fourier transform analysis applied
to extract phase maps as discussed in [13]. In fact, the inten-
sity of the fringe pattern on the detector plane (x,y) can be
written as I(x,y)=a(x,y)+[c(x,y)exp(2mif,x)+c.c.], where
c(x,y)=1/2b(x,y)expliA¢(x,y)] and its complex conjugate
carry the information on phase shift Ag(x,y), background
intensity a(x,y), and fringe visibility b(x,y). This intensity
pattern can be processed using Fourier transform analysis to
obtain a complex array whose imaginary part is the phase
map Ag(x,y) and whose real part is the visibility of the
fringes b(x,y).

The image of Fig. 2 shows the visibility map of the inter-
ferogram of Fig. 1(c) as obtained from the Fourier analysis.
The map is characterized by an almost flat background very
close to the full visibility (100% visibility=1). As indicated
by the solid block arrow, a well defined region of FVD with
a characteristic asymmetric, lens-shaped profile is visible in
the map. The different curvatures of the leading and trailing
edges are due to the integration over the cone-shaped ex-
panding plasma during probe transit, as explained in [14].
Some minor modulations of the fringe visibility due to dif-
fraction of the probe beam are also visible at the lower
boundary of the cone-shaped plasma as indicated by the
dashed arrow. According to this map, the region of low vis-
ibility has a transverse width of 250 um and, as shown in
Fig. 3, the longitudinal depth is approximately 160 um.

The analysis of the entire history of propagation, based
upon the sequence of all interferograms and lineouts such as
the one of Fig. 3, shows that a region of poor fringe visibility
appears as early as probe time 1.34 ps as shown in the plot of
Fig. 5. At this time the transverse size of the low visibility
region is 130 wm and the longitudinal size is 70 um. As we
will show below, the observed FVD region is primarily
caused by the steep ionization front propagating in the gas.

IV. LOSS OF FRINGE VISIBILITY: GENERAL
PROPERTIES

We observe here that, in general, several effects may con-
tribute to FVD in this class of measurements. In fact, de-
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FIG. 3. (Color online) Longitudinal profile (along the laser
propagation axis) of the fringe visibility taken along the dashed
region of the map of Fig. 2, considering a transverse width of inte-
gration of 32 um. The gray region identifies the width of the tran-
sition from the high to the low visibility region (see text below).
The fit to the experimental data (crosses) was obtained using a
model based upon propagation of a fast ionization front and taking
into account the probe-transit effect (see text).

pending on the electron density distribution, the probe pulse
can be partially or totally absorbed and/or deflected in the
plasma. A typical feature of absorption or deflection induced
FVD is its slow evolution. In fact, the density distribution
will evolve on the time scale of plasma hydrodynamics and
the corresponding fringe pattern will be modified on the
same time-scale. Considering the plasma density and tem-
peratures typical of our plasmas, the time scale of the hydro-
dynamic evolution is expected to be in the nanosecond range
as observed in [13]. In contrast, the FVD observed in our
measurements is highly transient and fringe visibility is fully
recovered on the femtosecond time scale.

However, in the conditions investigated in our experi-
ment, the propagating steep density gradient generated by the
ionization front can still dynamically deflect the probe light
while the probe pulse and the ionization front are crossing
each other. The importance of this effect can be estimated by
evaluating the deflection angle a=¢,Vn/n. of the probe
beam propagating through the density gradient due to ioniza-
tion front. Here €, is the effective length over which the
probe pulse experiences the gradient effect, which is basi-
cally given by the scale length of the density gradient Vn
perpendicular to the probe propagation axis. In fact, in our
case, since the ionization front propagates at the speed of
light, the density gradient only acts during probe transit.

To model ionization dynamics and to estimate the ex-
pected density gradient we carried out numerical simulations
based on the model of ionization described in [17]. Our code
calculates the rate of tunnel ionization in a nonadiabatic re-
gime, i.e., as a function of the instantaneous laser phase, and
assumes purely geometrical propagation of the beam in the
plasma defined according to the real input laser parameters.
The map of Fig. 4 shows a typical result of the ionization
code obtained at 7=+1.8 ps with the characteristic sharp re-
duction of the ionization degree visible on the left, at the
position of the leading edge of the ionizing laser pulse. Simi-
lar maps taken at different times during propagation show
that the depth of ionization has finite size that depends upon
the local intensity and has a minimum of 10 um at the beam
waist and increases up to 40 um at a distance of 800 um
from the best focus.
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FIG. 4. (Color online) Map of the ionization degree at T
=+1.8 ps, obtained by numerical simulation assuming tunnel ion-
ization in a nonadiabatic regime. The map was obtained assuming
geometrical propagation of the beam in the plasma defined accord-
ing to the real input laser parameters.

On the basis of these result, the expected deflection of the
probe beam « ranges from 1073 rad at the entrance of the gas
jet to 1072 rad at the center of the gas jet. According to the
geometry of our set up, these values of « are well within the
acceptance angle of our interferometer and should not pro-
duce a significant loss of visibility.

This conclusion is further supported by the following ar-
gument. In the case of deflection, only a fraction of the probe
beam reaches the image plane of the interferometer produc-
ing partial interference in the regions where absorption or
deflection of the probe has taken place. In these regions, the
intensity of the fringe pattern, averaged on a fringe period,
should be smaller than the corresponding intensity taken on
an unperturbed (no plasma) region of the interferogram. In
contrast, our interferograms show that the average intensity
in the FVD region is equal to the average intensity of unper-
turbed interferogram regions, i.e., equal to the sum of the
intensities of the probe and the reference beams.

In view of the above considerations, we can restrict our
analysis to the transient phase shift of the probe pulse as due
to a steep ionization front propagating in the gas and try to
explain the observed FVD on the basis of this mechanism.
Also, as anticipated above, a correct interpretation of our
results will have to include the probe transit effect that will
strongly distort the way the ionization front will appear in
our interferograms. In fact, our raw data show a longitudinal
size of the FVD region of several hundreds of micrometers, a
value much greater than the scale length of the ionization
front expected according to the numerical simulations.

V. MODELING AND DISCUSSION

In general, a complex deconvolution procedure is needed
to recover information on shape and size of the ionizing re-
gion from the fringe visibility map. This calculation is rather
complex and is beyond the aim of the present paper. Here we
use a simple model based upon integration of the time de-
pendent phase shift as discussed in [14] to estimate the ex-
pected FVD and to demonstrate that our technique based on
a quantitative evaluation of the FVD can provide access to
information on the transient ultrafast ionization.

Lineouts similar to the one of Fig. 3 for all visibility maps
show that the loss of visibility at a given probe time, exhibits
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FIG. 5. (Color online) Measured history (diamonds) of the
fringe visibility at six probing times starting from +1.34 ps every
330 fs. The value at each probing time was taken from the average
of the FVD region similar to the one visible in Fig. 2 (bottom) over
a 32 um transverse width. Also visible in the plot is the expected
fringe visibility (solid curve) calculated (see text) from Eq. (1) us-
ing the experimental profile of the post facto refractive index on
axis (dashed curve). The laser propagates from left to right.

an almost flat-top profile with a top level decreasing gradu-
ally from approximately 70% to approximately 20% loss
with respect to the unperturbed visibility value as shown in
the plot of Fig. 5. Also, the FWHM of each curve increases
from approximately 100 um at 1.34 ps to more than 250 um
at 3 ps. At times later than 3 ps visibility is rapidly restored
and at probe time +4.67 ps almost full recovery of fringes
occurs. Beyond this time, interferograms show a clear fringe
pattern varying very slowly on a ns time scale.

A quantitative analysis of the observed fringe visibility
depletion can be carried out assuming that c7+A is smaller
than the longitudinal extent of the region of FVD, where 7 is
the probe pulse duration, ¢ is the speed of light, and A is the
longitudinal size of the ionization front propagating in the
gas. According to the results of the simulations given above,
this condition is well satisfied in our experiment. In these
circumstances, it is possible, in principle, to carry out exact
calculations that accounts for the finite depth of the ioniza-
tion to yield the value of this depth.

A brief introduction to the modeling of interferograms
discussed in [14] is given below, focused on the main ex-
pected features concerning fringe visibility. Assuming that
the probe pulse is propagating perpendicular to the pump
(ionizing) pulse, the signal S at the detector plane (y,z) of
the interferometer can be written as

+o0

L,(O[1 + Vocos(P(y,z,T + 1) + 2mz/\,) Jdt,

—00

S(y.z.T) =

where 1, is the probe pulse intensity, ® is the phase shift on
the probe pulse, and T is the probing time (delay) conven-
tionally set to zero when probe and pump pulses cross each
other at y=z=0. The evaluation of this expression in our
experimental conditions as discussed above shows that a
nearly flat-top region of FVD is expected with the value of
visibility given by

sin(A) ‘

" (1)

o

where A=méuct/\,, ou is the change of refractive index
during ionization and A, is the probe pulse wavelength. This
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relationship accounts for the loss of visibility due to the
change of the refractive index experienced by the probe
pulse during transit in the ionizing region, due to its finite
duration. In other words, as the refractive index of the probed
region changes while the probe pulse is crossing it, the in-
stantaneous phase shift induced on the probe pulse also
changes with a consequent shift of the instantaneous fringe
pattern at the detector plane. Since the signal on the detector
is time integrated over the entire probe pulse duration, the
final result will be the integration of a moving pattern of
fringes, i.e., a “smeared” fringe pattern. According to Eq. (1),
as the change of refractive index increases, the visibility ex-
hibits a heavily damped oscillation going to zero when the
optical path is a multiple integer of the probe wavelength.
This behavior also implies that the best operating conditions
for this analysis to work can be achieved when A < . In this
parameter range, the maximum phase shift change of the
probe pulse corresponds to less than a probe wavelength and,
according to Eq. (1), the visibility is a unique and monotone
function of A. As shown below, this is also the case of the
experiment presented here.

In fact, in our case, the local change of refractive index
can be calculated as the difference between the refractive
index of the ionized gas (measured immediately after pump
pulse propagation) and the refractive index of the neutral He
gas. The refractive index obtained from the experimental
density profile of Fig. 5 (dashed line) is then used to calcu-
late the fringe visibility curve expected according to Eq. (1).
The final result is plotted in Fig. 5 and is compared with the
measured values of FVD (diamonds). According to this plot,
the measured maximum FVD is found to be in a good agree-
ment with the value expected according to the simple model.
Some discrepancy is found in the temporal evolution of ex-
pected and measured value of the fringe visibility that may
be partially due to the square probe pulse profile used in our
model. Also, some temporal uncertainty may arise from the
actual duration of the probe pulse in comparison with the
nominal value used in our calculations. According to our
estimates, this may account for relatively small changes of
the expected visibility that may explain the discrepancy be-
tween measured and expected history of FVD.

A straightforward result of this comparison is that the
value of the flat-top FVD observed in our experiment, can be
quantitatively explained according to Eq. (1) by taking into
account the transient change of refractive index induced by a
CPA pulse propagating in a He gas. Indeed, the visibility
map of Fig. 2 can be further analyzed to provide information
on A, i.e., the depth of the ionization front. In fact, according
to our model [14], the width of the transition from the low
visibility to the high visibility region marked by the gray
area of Fig. 3 is simply given by c7+A. Therefore, the depth
of the ionization front can be immediately derived by the
longitudinal extent of the transition region.

As an example, in the case of the visibility map at
2.33 ps, the transition region is approximately 57 wum. Tak-
ing into account the probe pulse duration of 130 fs, the
above relationship yields A~ 18 um. Alternatively, the value
of A can be obtained by fitting the whole visibility curve of
Fig. 3 with the calculated curve as obtained from the model.
The plot of Fig. 3 shows the best fit (crosses) to the visibility
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curve that yields A=17.5 um. Both these values are fully
consistent with each other and provide a significant piece of
quantitative information on the physical process under inves-
tigation. It is interesting to compare this value with the value
of the depth of the ionization front given by our ionization
code as described above. According to our simulations, at the
time of 2.33 ps the depth of ionization is found to be ap-
proximately 30 um, a value which is significantly greater
than the one observed experimentally. This discrepancy is
most likely due to partial description of beam propagation
physics included in the code, that leads to an underestimation
of the laser intensity, with a consequent increase of the depth
of ionization. Although more work is needed to fully address
this issue, at this stage however, we can already conclude
that the quantitative information obtained with our measure-
ments provide an observation of the propagation of a thin
ionization slab in the gas and demonstrates the effectiveness
of our original probing technique that combines the tradi-
tional fringe pattern analysis of the post facto (after propa-
gation) density map, with the loss of fringe visibility inherent
with the live (during propagation) probing analysis.
Moreover, our findings show that our technique has the
potential for detecting fast ionization dynamics with very
high temporal and spatial resolution. In fact, as pointed out
above, the length of the probe pulse plays a critical role in
defining the final spatial resolution of this measurement. The
use of a few-cycle probe pulse could, in principle, enable the
investigation of the ionization region at the wm scale, a level
sufficient to explore the spatiotemporal structure of the ion-
ization front produced in the case of gases with a higher
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atomic number. The use of a very short probe pulse in the
class of experiments discussed here may also enable mea-
surements of the depth of ionization front with the level of
accuracy required for benchmarking of ionization codes.

VI. CONCLUSIONS

We have presented experimental results concerning the
propagation of an intense, ultrafast laser pulse in a helium
gas jet. Our high quality, time resolved interferometric probe
enabled us to detect a thin slab of ionization induced by the
CPA pulse propagating in the gas. The loss of visibility of
interferometric fringes, combined with probe transit effect
analysis, was successfully used for the first time to track
down the propagation of the ionization front in the gas. Our
measurements show that ionization occurs in a very thin
layer that propagates in the gas at the speed of light.
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