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#### Abstract

We consider pulses of excitation in reaction-diffusion systems subjected to nonlocal coupling. This coupling represents long-range connections between the elements of the medium; the connection strength decays exponentially with the distance. Without coupling, pulses interact only repulsively and bound states with two or more pulses propagating at the same velocity are impossible. Upon switching on nonlocal coupling, pulses begin to interact attractively and form bound states. First we present numerical results on the emergence of bound states in the excitable Oregonator model for the photosensitive Belousov-Zhabotinsky reaction with nonlocal coupling. Then we show that the appearance of bound states is provided solely by the exponential decay of nonlocal coupling and thus can be found in a wide class of excitable systems, regardless of the particular kinetics. The theoretical explanation of the emergence of bound states is based on the bifurcation analysis of the profile equations that describe the spatial shape of pulses. The central object is a codimension-4 homoclinic orbit which exists for zero coupling strength. The emergence of bound states is described by the bifurcation to 2-homoclinic solutions from the codimension-4 homoclinic orbit upon switching on nonlocal coupling. We stress that the high codimension of the bifurcation to bound states is generic, provided that the coupling range is sufficiently large.
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## I. INTRODUCTION

Propagation of pulses in excitable media is an important phenomenon in physical, chemical, and biological systems, including chemical reactions, signal propagation in neuronal tissue, brain activity, and calcium waves in living cells [1]. Typically such pulses can propagate due to local diffusive coupling between the excitable elements of the medium. The interaction between two pulses that propagate in the same direction is usually repulsive, which means that the second pulse in a pulse pair runs more slowly than the first one [2].

However, pulses in reaction-diffusion systems do not always interact only repulsively, but can form so-called bound states with two or more pulses that propagate at the same velocity. Such bound states were found in chemical reactiondiffusion systems experimentally [3-6]. A kinematic approach was introduced in Refs. [7,8], where the existence of bound states was closely related to the anomalous dispersion of periodic pulse trains.

The main motivation for the consideration of nonlocal coupling comes from neuroscience-it was shown that neurons communicate by means of long-range interactions [ 9,10$]$. Nonlocal coupling plays an important role in certain electrochemical reactions [11,12] as well. Recent theoretical findings include the improvement of synchronization of coupled oscillators [13], emergence of completely new dynamical regimes (the so-called chimera states) [14], spiral waves with randomized core [15], chemical turbulence induced by nonlocal coupling [16], and many others. Nicola et al. reported a codimension-2 Turing-wave bifurcation and a region of bistability between Turing and wave patterns resulting from inhibitory nonlocal coupling [17,18]. Spiral patterns on a stationary background have been observed re-

[^0]cently in experiments with the Belousov-Zhabotinsky reaction under influence of nonlocal coupling with short-rage activation and long-range inhibition [19]. For the Oregonator model of the Belousov-Zhabotinsky reaction it has been shown that nonlocal coupling can induce Turing and wave instabilities of the homogeneous steady state. While a longrange activation was found to induce travelling waves, longrange inhibition leads to stationary Turing patterns [20]. While most of the results on the impact of nonlocal coupling obtained so far are related to the instabilities of the homogeneously steady state, in this paper we focus on the effect of nonlocal coupling on the interaction of propagating excitation pulses.

The main result of the present paper is the following. Suppose that we have a reaction-diffusion system that supports propagation of solitary pulses of excitation, which interact repulsively through their monotonic refractory tails. Introducing nonlocal coupling in the form of a convolution of the pulse profile with an exponentially decaying kernel results in the attractive interaction of pulses and the emergence of bound states. Regardless of the particular excitable kinetics, bound states bifurcate from the primary solitary pulse at nonlocal coupling strength $\mu=0$. More specifically, we show that the solitary pulse for $\mu=0$ is represented by a homoclinic orbit of codimension- 4 , which is unfolded upon setting $\mu \neq 0$. In this description, bound states are represented by 2 -homoclinic orbits which bifurcate at $\mu=0$ from the primary one, corresponding to the solitary pulse. We illustrate our analysis by numerical calculations with a model for the light-sensitive Belousov-Zhabotinsky reaction [21].

From the mathematical viewpoint, the stability theory of multibump pulses (bound states of pulses) and weak interaction of pulses are developed in Ref. [22] and thoroughly reviewed in a more general context in Ref. [23]. The mathematical background for the bifurcation and the existence of bound states is provided by the theory of codimension- 2 bifurcations of homoclinic orbits in $\mathbb{R}^{N}, N \geq 3$, see Ref. [24].


FIG. 1. (a) Profile of a solitary pulse in Eq. (1) for $\mu=0$, where rescaled variable $v(x)$ is shown by the solid line and the rescaled value of the integral in Eq. (2) is shown by the dashed line. (b) Dependence of the velocity of a solitary pulse $c$ on the parameter $\phi_{0}$. Solid (dashed) line represents stable (unstable) solitary pulses, respectively. (c) Dispersion curve of spatially periodic pulse trains for $\mu=0$ showing the velocity of pulse train $c$ versus the interpulse distance $L$. (d) Profile of a bound state for $\mu=-8.0 \times 10^{-3}$, solid and dashed line show rescaled $v(x)$ and rescaled $\phi(x)$, respectively. (e) Dispersion curve for $\mu=-8.0 \times 10^{-3}$. Point $P D$ indicates period doubling, see text. Dashed line displays the dispersion curve for pulse trains with doubled interpulse distance. (f) Relative velocity of two-pulse solutions (dashed line) and that of the pulse trains that undergo the period-doubling bifurcations $P D$ (solid line) in comparison with the velocity of solitary pulse $c_{0}$ versus the nonlocal coupling strength $\mu$.

For a review and analytical description of codimension-2 homoclinic orbits in a simple toy model see Ref. [25] and references therein. We refer also to Refs. [26,27] for codimension-3 resonant flip bifurcations.

This paper is organized as follows. First, we present our numerical observations on bound states in the Oregonator model with nonlocal coupling and give a simple modelspecific explanation how these bound states come into play due to nonlocal coupling. Then we consider an abstract reaction-diffusion equation with nonlocal coupling and show that the emergence of bound states occurs independently on the specific kinetics of the model. In our considerations we will need some essential results on the codimension-2 bifurcations of homoclinic orbits, which will be discussed briefly in Sec. III B.

## II. RESULTS WITH OREGONATOR MODEL

## A. Emergence of bound states

We consider first solitary pulses in the Oregonator model for the excitable light-sensitive Belousov-Zhabotinsky reaction [28]

$$
\begin{gather*}
\partial_{t} u=\epsilon^{-1}\left[u-u^{2}-(f v+\phi) \frac{u-q}{u+q}\right]+\partial_{x x} u, \\
\partial_{t} v=u-v \tag{1}
\end{gather*}
$$

subjected to a nonlocal coupling through the field $\phi(x)$ of characteristic coupling range $\sigma^{-1} \gg 1$ and strength $\mu$

$$
\begin{equation*}
\phi(x)=\phi_{0}+\mu \int_{-\infty}^{\infty} e^{-\sigma|y|}[v(x+y)-v(x)] d y . \tag{2}
\end{equation*}
$$

The activator variable $u$ is proportional to the concentration of bromous acid and the inhibitor $v$ represents the oxidized form of the catalyst. In this section, we fix the parameters values as follows: $\epsilon^{-1}=20, f=2.1, q=0.002, \phi_{0}=0.008, \sigma$ $=0.1$. This choice of the parameters corresponds to excitable local dynamics of Eq. (1).

With the above set of parameters and $\mu=0$, Eq. (1) supports propagation of stable solitary pulses of excitation, see Fig. 1(a). The parameter $\phi_{0}$ describes an additional lightinduced inhibitor production and setting it to larger values makes the pulses of excitation propagate slower [Fig. 1(b)], which will be an important fact for our considerations later on. From this viewpoint, $\mu>0$ corresponds to an inhibitory nonlocal coupling, while choosing $\mu<0$ makes nonlocal coupling (2) be of an activatory type.

Without nonlocal coupling (i.e., for $\mu=0$ ), pulses in Eq. (1) interact only repulsively, which can be seen from the positive slope of the dispersion curve for pulse trains with large interpulse distances [Fig. 1(c)]. Upon switching on the coupling strength to the value $\mu=-8.0 \times 10^{-3}$, we observe that pulses do not interact repulsively anymore, but can in contrast form bound states with two pulses propagating at the same velocity [Fig. 1(d)]. Our numerical computations show that the emerged bound state is linearly stable, see next section. The dispersion curve for spatially periodic pulse trains for $\mu=-8.0 \times 10^{-3}$ displays an overshoot followed by a do-
main with a negative slope [Fig. 1(e)]. Near the maximum of the dispersion curve we find a period-doubling bifurcation that corresponds to the emergence of nonequidistant pulse trains.

Plotting the relative velocity of the double-pulse solution (i.e., compared to the velocity of the solitary pulse $c_{0}$ for the same value of $\mu$ ) and that of the period-doubling bifurcation versus the coupling strength $\mu$, we see that the two-pulse solutions and the period-doubling bifurcation stem exactly from the point $\mu=0$ [Fig. 1(f)]. The interpulse distance of the pulse trains that undergo the period-doubling bifurcation $P D$ approaches infinity for $\mu \rightarrow 0$ (not shown in figures).

Using the fact that the field $\phi(x)$ acts as a second inhibitor in Eq. (1), we can give a heuristic explanation for the emergence of bound states. For $\sigma^{-1} \gg 1$, the profile of $\phi(x)$ is much broader in comparison with $u(x)$ and $v(x)$, and the interaction of pulses within a bound state is dominated by the interaction of the second pulse with the $\phi$ wake of the first pulse. If $\mu>0$, the values of $\phi(x)$ are larger than $\phi_{0}$, and the $\phi$ wake of the first pulse slows down the second one, making bound states impossible. In the case of $\mu<0$, the profile of $\phi(x)$ behind the first pulse approaches $\phi_{0}$ from below, which effectively makes the second pulse propagate faster until it abuts against the stronger inhibitory tail of the variable $v(x)$. We stress that for every negative $\mu \rightarrow 0$ there exist a bound state, since for large interpulse distance the attracting interaction with longer tail of $\phi$ always dominates the repulsive interaction with the faster decaying inhibitory $v$ tail.

Summarizing the results with the Oregonator model, we conclude that bound states emerge due to the interplay between long-range attraction through the nonlocal coupling and short-range repulsion, provided by the inhibitory wake of the variable $v$ behind the pulse.

## B. Stability of bound states

We computed the linear stability of bound states, in which we linearized the reaction-diffusion system Eq. (1) with the nonlocal coupling, given by Eq. (2). The elements $\lambda$ of the spectrum of the resulting linear operator represent the growth rates of small perturbation around the original wave. A possible instability is reflected by the presence of eigenvalues with positive real parts. In what follows we shortly describe the method of computing the spectrum of a given travelling wave.

As shown in the Appendix, we can cast the Oregonator equations with nonlocal coupling in the form of the following reaction-diffusion equation

$$
\begin{equation*}
T \partial_{t} u=F(u)+D \partial_{x x} u, \quad u \in \mathbb{R}^{3} \tag{3}
\end{equation*}
$$

where $D$ is a diagonal diffusion matrix with non-negative elements and $F(u)$ incorporates the nonlinear Oregonator kinetics and the nonlocal coupling terms. The matrix $T$ accounts for the fact that the equation for the nonlocal field (A3) has no time dependence, i.e., we set $T=\operatorname{diag}(1,1,0)$.

In the frame $z=x-c t$ which moves with the velocity $c$ we obtain from Eq. (3),

$$
\begin{equation*}
T \partial_{t} u=F(u)+c T \partial_{z} u+D \partial_{z z} u . \tag{4}
\end{equation*}
$$

The profile $u(z)$ of travelling waves with constant velocity and shape is thus governed by the following ODE:

$$
\begin{equation*}
D u^{\prime \prime}+c T u^{\prime}+F(u)=0 \tag{5}
\end{equation*}
$$

where the prime denotes a derivative with respect to the comoving coordinate $z=x-c t$.

We consider first the stability of periodic pulse trains $u_{L}(z)=u_{L}(z+L)$. The eigenvalue problem is then given by the following system:

$$
\begin{gather*}
\lambda T w=\partial_{u} F\left[u_{L}(z)\right] w+c T w^{\prime}+D w^{\prime \prime}, \quad w \in \mathbb{C}^{3} \\
\left(w, w^{\prime}\right)(L)=e^{i 2 \pi \gamma}\left(w, w^{\prime}\right)(0) \tag{6}
\end{gather*}
$$

We say that $\lambda$ is in the spectrum of the wave train $u_{L}(z)$, if Eq. (6) has a bounded solution for some $\gamma \in \mathbb{R}[23,29,30]$. In order to obtain the spectrum of a given wave train, we solve the boundary-value problem (6) using the continuation soft-
ware AUTO $[31,32]$. The spectrum comes up in curves $\lambda$ $=\lambda(i \gamma)$ in the complex plane. Note that $\lambda=0$ with the eigenfunction given by $w(z)=u_{L}^{\prime}(z)$ (the so-called Goldstone mode) is always in the spectrum due to the translation symmetry of the problem.

For $L \rightarrow \infty$ the spectrum of periodic wave trains exponentially converges to the spectrum of solitary pulses [29]. For wave trains of large spatial period, there is a circle of critical eigenvalues attached to origin, which can be thought of as a blow-up of the isolated Goldstone eigenvalue of the solitary pulse [33]. Given the solitary pulse is stable, the location of this circle of critical eigenvalues (either in the left or right complex half-plane) describes the stability and interaction of pulses in wave trains with large wavelengths.

We calculated the leading parts of spectrum of wave trains belonging to the different parts of the dispersion curve with an overshoot, see Fig. 2. The wave trains on the part of dispersion with positive slope $d c / d L>0$ are found to be stable [Fig. 2(b)]. As predicted by the theory [23], at the extremum of the dispersion curve $d c / d L=0$ we obtain spectrum with

$$
\left.\frac{d}{d(i \gamma)} \operatorname{Im}(\lambda)\right|_{\lambda=0}=0
$$

compare Fig. 2(c). Moving along the dispersion curve further, we observe a long-wavelength instability of wave trains, which is characterized by

$$
\left.\frac{d^{2}}{d(i \gamma)^{2}} \operatorname{Re}(\lambda)\right|_{\lambda=0}=0
$$

see Fig. 2(d). In Fig. 2(e) we present the spectrum of periodic wave train which undergoes the period-doubling bifurcation. We read from the spectrum that $\lambda=0$ is twofold degenerated, for the second eigenfunction we find $\gamma=0.5$, which means that this eigenfunction has period $2 L$. Exactly at this point, the branch of wave trains of doubled wavelength emerges from the primary dispersion curve.

Both $L$-periodic and $2 L$-periodic wave trains are found to be unstable on unbounded domains for wavelengths larger


FIG. 2. Stability of bound states for $\mu=-8.0 \times 10^{-3}$. (a) Dispersion curve of periodic pulse trains, displaying an overshoot. Velocity of $L$-periodic ( $2 L$-periodic) wave trains is shown by the solid (dashed) line, respectively. Empty dots $(b)-(g)$ denote the points for which the essential spectrum was computed. (b)-(g) The corresponding essential spectra.
than the wavelength of the period-doubling bifurcation, see Figs. 2(f) and 2(g), where the circle of critical eigenvalues belongs to the right half-plane. The instability of periodic wave trains reflects the attractive interaction between the pulses within a train, which causes a breakup of periodic structure and formation of pulse pairs. However, as $L \rightarrow \infty$ the critical circle of eigenvalues shrinks to the Goldstone eigenvalue $\lambda=0$, and solitary pulses and bound states are thus stable.

For $2 L$-periodic wave trains we found another part of the spectrum in the left half-plane [Fig. 2(g)], which shrinks to a point eigenvalue for $L \rightarrow \infty$, i.e., for a solitary bound state. This point eigenvalue of the bound state can be thought of as the eigenvalue of the weak interaction between two pulses in
the bound state [22]. In general, however, the interaction eigenvalue can belong to the right half-plane, making the bound state unstable. We refer to Sec. III F for a more general discussion of the stability of bound states.

## III. GENERAL DESCRIPTION OF CASE $\mu=0$

The aim of this section is to show that the emergence of bound states that are induced by nonlocal coupling is model independent. We show that a solitary pulse undergoes a certain bifurcation at $\mu=0$ and that this bifurcation produces bound states regardless of the specific underlying kinetics of the reaction-diffusion system.

## A. Profile equations with nonlocal coupling

We consider a reaction-diffusion system in one spatial dimension with $N$ species and kinetics $f$,

$$
\begin{equation*}
\partial_{t} u=f(u, \phi(x))+D \partial_{x x} u, \quad u \in \mathbb{R}^{N} \tag{7}
\end{equation*}
$$

with a diffusion matrix $D=\operatorname{diag}\left(d_{j}\right), j=1, \ldots, N$. The field $\phi(x)$ represents nonlocal coupling given by

$$
\begin{equation*}
\phi(x)=\phi_{0}+\mu \int_{-\infty}^{\infty} e^{-\sigma|y|}\left[u_{i}(x+y)-u_{i}(x)\right] d y \tag{8}
\end{equation*}
$$

where we take the $i$ th species of $u$ to construct $\phi(x)$. Again, the value $\sigma^{-1}$ is considered to be large.

We refer to the Appendix for the construction of the diffusion equation for the field $\phi(x)$. Solutions to Eq. (7) in the form of $u(z)=u(x-c t)$ in the comoving coordinate $z$ are thus governed by the following profile equations:

$$
\begin{gathered}
u^{\prime \prime}+c u^{\prime}+f\left(u, \phi\left(u_{i}, X ; \mu\right)\right)=0 \\
X^{\prime \prime}-\sigma^{2} X+u_{i}=0
\end{gathered}
$$

where the prime denotes a derivative with respect to $z . X$ and $\phi$ are related through

$$
\phi\left(u_{i}, X ; \mu\right)=\phi_{0}+2 \mu\left[\sigma X(x)-\frac{u_{i}(x)}{\sigma}\right] .
$$

We cast the profile equation as a first-order system,

$$
\begin{gather*}
U^{\prime}=F(U, \Phi(U, Z ; \mu) ; c), \quad U \in \mathbb{R}^{2 N} \\
Z^{\prime}=A Z-B U, \quad Z \in \mathbb{R}^{2} \tag{9}
\end{gather*}
$$

where

$$
A=\left(\begin{array}{cc}
0 & 1 \\
\sigma^{2} & 0
\end{array}\right)
$$

Functions $\Phi(U, Z ; \mu)$ and $F(U, \Phi(U, X ; \mu) ; c)$ are obtained from given $\phi(u, X ; \mu)$ and $f(u, \phi(u, X ; \mu))$ in a straightforward way. The matrix $B$ accounts for the coupling between the appropriate components of $U$ and $Z$. Nonlocal coupling effectively extends the phase space of the profile equation in a linear way by two dimensions. The asymptotic flow in the $Z$ subspace is given by the simple equation

$$
\begin{equation*}
Z_{ \pm}^{\prime}= \pm \sigma Z_{ \pm} \tag{10}
\end{equation*}
$$

where $Z_{ \pm}$are the eigenvectors of the matrix $A$.
In our following analysis we consider the case $\mu=0$. We assumed that without nonlocal coupling the reactiondiffusion system supports propagation of stable solitary pulses. This means that there exist a homoclinic solution $\left(U^{0}, Z^{0}\right)(z)$ to the profile equation

$$
\begin{align*}
U^{\prime} & =F\left(U, \phi_{0} ; c\right), \\
Z^{\prime} & =A Z-B U \tag{11}
\end{align*}
$$

with some $c=c_{0}$. Then the linearization of Eq. (11) around $\left(U^{0}, Z^{0}\right)(z)$,

$$
\begin{equation*}
v^{\prime}=\mathcal{A}(z) v, \quad v \in \mathbb{C}^{2 N+2} \tag{12}
\end{equation*}
$$

has a bounded solution given by $v(z)=\partial_{z}\left(U^{0}, Z^{0}\right)(z)$. The adjoint linearized problem

$$
\begin{equation*}
\psi^{\prime}=-\mathcal{A}^{*}(z) \psi, \quad \psi \in \mathbb{C}^{2 N+2} \tag{13}
\end{equation*}
$$

has a bounded solution as well [23]. The solution of the adjoint variational equation is perpendicular to the tangent spaces of the stable and unstable manifolds of the equilibrium, which is used in order to define the orientation of the homoclinic orbit later on.

The Jacobian matrix of Eq. (9) in the fixed point for $\mu$ $=0$ is given by

$$
\mathcal{A}(0)=\left(\begin{array}{cc}
\partial_{U} F\left(0, \phi_{0} ; c\right) & 0  \tag{14}\\
-B & A
\end{array}\right) .
$$

The eigenvalues of $\mathcal{A}(0)$ are exactly those of the matrices $\partial_{U} F\left(0, \phi_{0} ; c\right)$ and $A$. The leading eigenvalues of $\mathcal{A}(0)$ (those with smallest real parts) are then $\pm \sigma$ (see inset in Fig. 4) and the corresponding leading eigenvectors are given by

$$
(\underbrace{0, \ldots, 0}_{2 N}, 1, \pm \sigma)^{T} .
$$

Note that in the case $\mu=0$ the leading eigenvectors are always perpendicular to the $U$ subspace, this corresponds to the fact that the profile of $u(x)$ is not affected by the variable $\phi(x)$ for $\mu=0$.

## B. Codimension-2 bifurcations of homoclinic orbits

Now let us recall three general assumptions on the homoclinics of codimension one to a saddle equilibrium with real eigenvalues $-\lambda_{s s}<-\lambda_{s}<0<\lambda_{u}$ [24]:
(1) the leading eigenvalues are not in resonance $\lambda_{u} \neq \lambda_{s}$,
(2) the solution $v(z)$ to the linearized problem Eq. (12) converges to zero along the leading eigenvectors of the linearization in the fixed point, and
(3) the same applies to the solution $\psi(z)$ of the adjoint problem Eq. (13).
The last assumption is sometimes called the strong inclination property, for homoclinics in $\mathbb{R}^{3}$ it means that the twodimensional stable manifold comes in backward time tangent to the strong stable direction of the fixed point (see Fig. 3). A


FIG. 3. Sketches of homoclinic orbits. Filled circles denote the equilibrium. Leading directions are shown by single arrows, strong stable direction is shown by doubled arrows. Arrows perpendicular to the homoclinics indicate the solution to the adjoint variational equation. The gray strip shows the stable manifold of the fixed point close to the homoclinic orbit. (a) Generic codimension-1 orientable homoclinic orbit. (b) Generic codimension-1 twisted homoclinic orbit. (c) Codimension-2 orbit flip of homoclinic orbit. (d) Codimension-2 inclination flip of homoclinic orbit.
homoclinic orbit of codimension-1 can be orientable or twisted, depending on the orientation of the strip of the twodimensional manifold, see Figs. 3(a) and 3(b). One defines the orientation $\mathcal{O}$ of a given homoclinic orbit with the help of the solution $\psi(z)$ to the adjoint variational equation (13) as

$$
\begin{equation*}
\mathcal{O}=\lim _{z \rightarrow \infty} \operatorname{sgn}\langle\psi(z), v(-z)\rangle \cdot\langle\psi(-z), v(z)\rangle, \tag{15}
\end{equation*}
$$

where $v(z)$ denotes the solution to the linearized equation (12).

If one of the above assumptions is violated, one speaks of codimension-2 bifurcations of homoclinic orbits [24]. These are, in the order of the assumptions above,
(1) resonance homoclinic orbit,
(2) orbit flip, and
(3) inclination flip.

The resonance bifurcation can produce 2-homoclinics and both flip bifurcations can produce 2 - and $N$-homoclinics. A branch of period-doubling bifurcation emerges from the bifurcation point as well [see Figs. 3(c), 3(d), and 4 for a qualitative picture of a codimension-2 bifurcation and the emergence of 2-homoclinics]. In orbit (inclination) flip bifurcation, the vector $v(z)[\psi(z)]$ for $z \rightarrow \pm \infty$ switches through the strongly stable eigenspace of $\mathcal{A}(0)$, respectively. Both flip bifurcations correspond to the change of the sign of the scalar products that contribute to the orientation $\mathcal{O}$ and can be detected as zeroes of the orientation.

In our analysis of the effect of nonlocal coupling on the pulse dynamics we are particularly interested in the inclination flip. Let us recall the details of the inclination flip bifurcation of a homoclinic orbit in $\mathbb{R}^{3}$ to a saddle with onedimensional unstable and two-dimensional stable manifold


FIG. 4. A codimension-2 bifurcation of a homoclinic orbit, the emergence of a 2 -homoclinic orbit (solid line) and a perioddoubling bifurcation $P D$ (dashed line). Inset: Empty circles denote the eigenvalues of the matrix $A$, full circles show the eigenvalues of $\partial_{U} F\left(0, \phi_{0} ; c\right)$.
[see Fig. 5(a)]. Before and after the bifurcation the solution of the adjoint variation equation approaches zero along the leading eigenvector, as mentioned above. The twodimensional stable manifold approaches the saddle point in backward time tangent to the strongly stable eigenvector. In the bifurcation point the solution of the adjoint equation picks the nonleading eigenvector of the linearization in the equilibrium for $z \rightarrow-\infty$. The two-dimensional stable manifold approaches the equilibrium in the backward time tangent to the weakly stable eigenvector.


FIG. 5. (a) Details of inclination flip bifurcation. Left panel: stable 2D manifold of the fixed point before the bifurcation. Middle panel: stable 2 D manifold in the bifurcation point, note that the solution to the adjoint equation is directed along the strongly stable direction. Right panel: the same 2D stable manifold after the bifurcation. (b) Illustration of the inclination flip in the extended system (18). Empty dot $I$ shows the initial condition in the stable manifold for the integrating in backward time, $\Sigma$ shows the Poincaré section, $\gamma$ denotes the unfeasible hypothetic trajectories that start in the phase point $I$, and $\Gamma$ denotes the feasible trajectories, see the text. (c) Projection of the homoclinic orbit in Eq. (18) on the $U$ subspace. $I, \Sigma$, and $\gamma$ have the same meaning as in (b).

## C. Resonance and inclination flips for $\boldsymbol{\mu}=0$

We can immediately see that nonlocal coupling for $\mu=0$ breaks the first assumption, since the leading eigenvalues $\pm \sigma$ of the linearization (14) are obviously in resonance.

The second assumption about the asymptotics of the homoclinic orbit holds. It physically means that the nonlocal field decays in space much slower than the $u$-profile of the pulse.

The strong inclination property is violated at $\mu=0$ with respect to both stable and unstable manifolds. It means that the homoclinic orbit that describes a solitary pulse in the absence of nonlocal coupling undergoes two inclination flip bifurcations if considered in the phase space extended by the coupling variable $Z$ in Eq. (11). Let us consider the adjoint variational equation (13) together with Eq. (14) for $\mu=0$

$$
\binom{U}{Z}^{\prime}=-\left(\begin{array}{cc}
\partial_{U} F^{*}\left(U(z), \phi_{0} ; c\right) & -B^{*}  \tag{16}\\
0 & A^{*}
\end{array}\right)\binom{U}{Z} .
$$

We see that the $Z$ subsystem is completely decoupled from the $U$ part. The equation for $Z^{\prime}$ is simply given by

$$
Z^{\prime}=-A^{*} Z, \quad A^{*}=\left(\begin{array}{cc}
0 & \sigma^{2}  \tag{17}\\
1 & 0
\end{array}\right),
$$

and the variable $U$ has no influence on the flow of $Z$, which is the counterpart of the fact that in the linearized equation (12) the $U$ subsystem is not affected by $Z$.

We seek for a solution $(U, Z)(z)$ to Eq. (16), which vanishes for large $z$, i.e., $(U, Z) \rightarrow 0$ as $z \rightarrow \pm \infty$. For a codimension-1 homoclinic orbit, we expect that this solution approaches zero along the leading eigenvectors of $-\mathcal{A}^{*}(0)$, given by $(0, \ldots, 0,1, \pm \sigma)^{T}$. However, the only bounded solution to Eq. (17) for $z \rightarrow \pm \infty$ is given by $Z=0$, which means that the solution $(U, Z)(z)$ to Eq. (16) must pick the nonleading eigenvectors of $\mathcal{A}(0)$, given by $\left(U^{ \pm}, 0,0\right)^{T}$, in order to converge to zero for $z \rightarrow \pm \infty$. Here, $U^{ \pm}$represents the leading eigenvectors of the matrix $\partial_{U} F^{*}\left(U(z), \phi_{0} ; c\right)$.

Finally we write

$$
\psi(z)=\left(\begin{array}{c}
U^{ \pm} \\
0 \\
0
\end{array}\right) e^{\mp \sigma z}, \quad \text { for } z \rightarrow \pm \infty
$$

for the solution $\psi(z)$ of the adjoint problem and

$$
v(z)=\left(\begin{array}{c}
0 \\
1 \\
\pm \sigma
\end{array}\right) e^{\mp \sigma z}, \quad \text { for } z \rightarrow \pm \infty
$$

for the solution $v(z)$ of the linearized problem, given by Eq. (12). Substituting the above expressions for $v(z)$ and $\psi(z)$ in Eq. (15)

$$
\mathcal{O}=\lim _{z \rightarrow \infty} \operatorname{sgn}\langle\psi(z), v(-z)\rangle \cdot\langle\psi(-z), v(z)\rangle
$$

we immediately see that both scalar products vanish, rendering two inclination flips with respect to the stable and the unstable manifolds.

## D. Geometrical interpretation

We simplify the problem, exploring the extension of the profile equation only by one stable direction $Y$,

$$
\begin{align*}
& U^{\prime}=F\left(U, \phi_{0} ; c\right), \\
& Y^{\prime}=-\sigma Y-B U . \tag{18}
\end{align*}
$$

We are interested in the behavior of the stable manifold of the equilibrium of Eq. (18) in backward time.

We emphasize once again that we work with nonlocal coupling switched off, i.e., $\mu=0$, and assume that there exists a homoclinic orbit in the $U$ subsystem of Eq. (18). This implies that in the extended system there exists a homoclinic orbit as well, and the homoclinic orbit in the extended system approaches the equilibrium along the $Y$ direction, since the $Y$ axis is the leading stable eigenvector to the leading eigenvalue $-\sigma$ of the Jacobian of Eq. (18).

We refer to Fig. 5(b) for the geometry of the eigendirections and the stable manifold in the system. Our idea is to compare the full phase space of the extended system with its projection on the $U$ variables, where the actual dynamics takes place. The $U$ subspace of Eq. (18) is decomposed in the leading unstable direction $U_{2}$ and the strongly stable eigendirection $U_{1}$. The leading stable eigendirection is $Y$.

We choose a Poincaré section $\Sigma$ across the leading unstable eigenvector close to the equilibrium. Next, we set an initial condition [marked by $I$ in Fig. 5(b)] close to the homoclinic orbit in the two-dimensional stable manifold, and follow it in backward time along the homoclinic orbit. An important question is how this trajectory returns to the previously chosen Poincaré section. For a generic codimension-1 homoclinic orbit, the trajectory from our initial condition returns along one of the dashed lines with the arrows marked by $\gamma$ in Fig. 5(b). In the projection on the $U$ plane it would mean, however, that the trajectory does not remain on the homoclinic orbit, which is impossible because the starting point belongs to the homoclinic orbit in the $U$ subspace, which in turn is an invariant trajectory [see Fig. 5(c) for the projections of the hypothetical trajectory marked by $\gamma]$. In other words, the $U$ components of our hypothetical trajectory must be the original homoclinic orbit in the original profile equation

$$
U^{\prime}=F\left(U, \phi_{0} ; c\right)
$$

without nonlocal coupling. Last means that the feasible trajectory of point $I$ in backward time must come to the section $\Sigma$ along the vectors marked by $\Gamma$.

Comparing Fig. 5(a) and 5(b), we conclude that for $\mu$ $=0$ our system displays an inclination flip with respect to the stable manifold. In exactly the same way one can show an inclination flip with respect to the unstable direction while considering the extension of the profile equation by one unstable direction (with $+\sigma$ ),

$$
U^{\prime}=F\left(U, \phi_{0} ; c\right)
$$

$$
\begin{equation*}
Y^{\prime}=\sigma Y-B U \tag{19}
\end{equation*}
$$

In this case the same considerations can be applied, keeping in mind that $Y$ becomes now the leading unstable direction of Eq. (19) and Fig. 5(b) can be used with the reversed directions of the arrows.

## E. Summary: Codimension-4 homoclinic orbit

Summarizing our results for $\mu=0$, we find a codimension-4 homoclinic orbit in the profile equation for travelling waves in the reaction-diffusion system (7) with nonlocal coupling given by Eq. (8). Here, we present the list of the bifurcations together with the assumptions, under which we find the degeneracies.
(1) Inclination flip with respect to the stable manifold [extended Eq. (18)]. Assumption: $-\sigma$ is the leading stable eigenvalue of $\mathcal{A}(0)$, i.e., the matrix $\partial_{U} F\left(0, \phi_{0} ; c_{0}\right)$ has no eigenvalues with the real part between $-\sigma$ and 0 .
(2) Inclination flip with respect to the unstable manifold [extended Eq. (19)]. Assumption: $\sigma$ is the leading unstable eigenvalue of $\mathcal{A}(0)$, i.e., the matrix $\partial_{U} F\left(0, \phi_{0} ; c_{0}\right)$ has no eigenvalues with the real part between 0 and $\sigma$.
(3) Resonance condition for the leading eigenvalues $\pm \sigma$. Assumption: the matrix $A$ has a specific form, given by Eq. (10). This can be violated, for example, by the choice of temporarily inertial nonlocal coupling like in Ref. [34].
(4) Existence of the homoclinic orbit itself (existence of solitary pulse in PDE for $\mu=0$ ). Assumption: there exists a solitary pulse without nonlocal coupling.
We would like to stress that the high codimension of the bifurcation at $\mu=0$ does not depend on the particular system and is solely provided by the nonlocal coupling. The first two assumptions can be fulfilled by the choice of sufficiently large coupling range, i.e., by the smallness of $\sigma$, while the third one follows naturally from the symmetry of the coupling function $e^{-\sigma|y|}$. In this sense the high codimension of the solitary pulse at $\mu=0$ and the bifurcation to pulse pairs is a generic feature of systems with nonlocal coupling.

Three of the four bifurcation are unfolded upon switching on nonlocal coupling by setting $\mu \neq 0$. Each of the found homoclinic bifurcations can produce 2-homoclinic orbits, see Tables I and II in Ref. [25]. Bifurcations to 2-homoclinic orbit for the profile equation (11) corresponds to the emergence of bound states with two pulses with the same velocity in the full PDE system. All three bifurcations were precisely detected numerically in the Oregonator model at $\mu=0$ by the continuation software AUTO [32].

## F. Stability of bound states

Stability of the bifurcating bound states can be determined in the general framework of the stability of multibump pulses [22]. Under assumption of large interpulse distance the interaction of the pulses within a bound state is weak and can be estimated from the decay properties of the corresponding solitary pulse.

Suppose that we have found a bound state for $\mu=\mu_{0}$ close to $\mu=0$. The interpulse distance $L_{p}$ in the bound state is considered to be large. To simplify our analysis, we assume
that the leading eigenvalues of the matrix $\mathcal{A}(0)$ for $\mu=\mu_{0}$ are given by $\nu^{s}<0$ and $\nu^{u}>0$, where $\nu^{u}>-\nu^{s}$. The last means that the exponential wake behind the pulse decays slower that in the front of it, which is quite often the case if the velocity of the pulse is not zero. The critical spectrum of the bound state with two pulses is then given by two point eigenvalues, one of which is necessarily $\lambda=0$, representing the translation invariance of the pulse pair.

The second eigenvalue describes the interaction of pulses within a bound state and thus decides upon the stability of the pulse pair. Under the above assumptions on the matrix $\mathcal{A}(0)$, this eigenvalue is given by $[22,23]$

$$
\lambda_{i}=-\frac{1}{M}\left\langle\psi\left(L_{p} / 2\right), v\left(-L_{p} / 2\right)\right\rangle,
$$

where $M$ is the Melnikov integral for the solitary pulse, $v(z)$ and $\psi(z)$ are the solutions to the linear equations (12) and (13) for the solitary pulse.

The easiest way to determine the sign of $\lambda_{i}$ is to check the stability of periodic pulse trains with interpulse distance $L_{p}$. The sign of

$$
-\frac{1}{M}\left\langle\psi\left(L_{p} / 2\right), v\left(-L_{p} / 2\right)\right\rangle
$$

decides upon the stability of periodic pulse trains as well [33]. Equivalently, the location of the circle of the critical eigenvalues is determined by the above scalar product.

As a result, a pulse pair with interpulse distance $L_{p}$ is stable if the corresponding spatially periodic pulse train with the same wavelength is stable. For large wavelengths, there is a relation between the slope of the dispersion $c(L)$ and the stability of wave trains, which says that for $\frac{d}{d L} c(L)>0$ the wave trains are stable [8]. Thus it is possible to predict the stability of the bound state from the slope of the dispersion curve for the appropriate periodic pulse trains with the wavelength $L=L_{p}$.

## IV. DISCUSSION AND OUTLOOK

In this paper, we have shown that nonlocal coupling in the form of exponentially decaying connections between the elements of the medium leads to the emergence of bound states of pulses. The results of our analysis were obtained under general assumptions on the underlying equations and thus are applicable to a wide class of reaction-diffusion systems under influence of nonlocal coupling with exponentially decaying strength.

The central point of our analysis was the case where the coupling strength $\mu$ was equal to zero. The homoclinic orbit which describes the solitary pulse for $\mu=0$ was shown to be of codimension-4. Upon switching on nonlocal coupling, the homoclinic orbit became a generic one of codimension-1. This unfolding of the codimension- 4 bifurcation leads to the emergence of $N$-homoclinics that correspond to bound states in the reaction-diffusion system with nonlocal coupling. Our results also apply to a nonlocal coupling with a sufficiently
small temporal inertiality $\tau$ [34]; in this case the matrix $A$ in Eq. (9) is slightly different and the leading eigenvalues of $A$ are not in resonance anymore. We would still have a codimension-3 homoclinic orbit, which can bifurcate to double pulses.

We stress that the high codimension of the bifurcation is provided essentially by the form of the nonlocal coupling and does not depend on the particular properties of the pulses in the reaction-diffusion system. In our numerical computation with continuation software the predicted bifurcations were accurately detected, which can be considered as a numerical proof of the theoretical analysis. Additionally, in the numerically investigated example the bound state has been shown to be linearly stable, which can be seen as a first step towards real experimental verification of the results.

There are still some open questions about the considered bifurcations. We have shown two inclination flips and resonant homoclinic orbit simultaneously for $\mu=0$. Both flip bifurcation and resonance condition can produce 2-homoclinics and so far it is not clear which specific bifurcation leads to the emergence of bound states. The interplay of two inclination flip bifurcations with the resonance condition assures an even more intriguing dynamical behavior than near a codimension-3 point [ 26,27 ].
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## APPENDIX: DIFFUSION EQUATION FOR THE COUPLING FIELD

Here, we derive the equation for the coupling field $\phi(x)$, which is given by

$$
\begin{equation*}
\phi(x)=\phi_{0}+\mu \int_{-\infty}^{\infty} e^{-\sigma|y|}\left[u_{i}(x+y)-u_{i}(x)\right] d y \tag{A1}
\end{equation*}
$$

where $u_{i}(x)$ is the $i$ th species of the original reactiondiffusion equation. We rewrite the coupling field in the form

$$
\begin{align*}
\phi(x) & =\phi_{0}+\mu \int_{-\infty}^{\infty} e^{-\sigma|y|} u_{i}(x+y) d y-\mu \int_{-\infty}^{\infty} e^{-\sigma|y|} u_{i}(x) d y \\
& =\phi_{0}+2 \mu\left(\sigma X(x)-\frac{u_{i}(x)}{\sigma}\right) \tag{A2}
\end{align*}
$$

Using the Fourier transform

$$
\int_{-\infty}^{\infty} e^{-\sigma|y|} e^{-i k y} d y=\frac{2 \sigma}{\sigma^{2}+k^{2}}
$$

it is not hard to see that the function $X(x)$ obeys the following linear differential equation:

$$
\begin{equation*}
X_{x x}=\sigma^{2} X-u_{i} . \tag{A3}
\end{equation*}
$$
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