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We present a study, within a mean-field approach, of the stationary states of the kinetic spin-3 /2 Blume-
Capel model in the presence of a time-dependent oscillating external magnetic field. We use the Glauber-type
stochastic dynamics to describe the time evolution of the system. We have found that the behavior of the
system strongly depends on the crystal-field interaction. We can identify two types of solutions: a symmetric
one where the magnetization �m� of the system oscillates in time around zero, which corresponds to a para-
magnetic phase �P�, and an antisymmetric one where m oscillates in time around a finite value different from
zero, namely ±3/2 and ±1/2 that corresponds to the ferromagnetic-3 /2 �F3/2� and the ferromagnetic-1 /2 �F1/2�
phases, respectively. There are coexistence regions of the phase space where the F3/2, F1/2 �F3/2+F1/2�, F3/2,
P �F3/2+ P�, F1/2, P �F1/2+ P�, and F3/2, F1/2, P �F3/2+F1/2+ P� phases coexist, hence the system exhibits seven
different phases. We obtain the dynamic phase transition points and find six fundamental phase diagrams which
exhibit one or three dynamic tricritical points. We have also calculated the Liapunov exponent to verify the
stability of the solutions and the dynamic phase transition points.
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I. INTRODUCTION

The Ising models have been one of the most extensively
studied systems in statistical and condensed-matter physics
and have also been used as elementary models for a variety
of phenomena. This is so not only because of the relative
simplicity with which approximate calculations for these
models can be carried out and tested, but also because ver-
sions and extensions of models can be applied to a wide class
of real systems. Although the majority of studies have fo-
cused on spin-1 /2 and spin-1 Ising models, higher spin sys-
tems are not without interest. One of the important higher
spin systems is a spin-3 /2 Ising model which has been paid
much attention to for many years. The spin-3 /2 Ising model
Hamiltonian with arbitrary bilinear �J� and biquadratic �K�
nearest-neighbor interactions, has been introduced earlier �1�
to give a qualitative description of phase transitions observed
in the compound DyVO4 within the mean-field approxima-
tion �MFA�. Later on, the spin-3 /2 Ising model contains a
crystal-field interaction or single-ion anisotropy �D� in addi-
tion to J and K exchange interactions, also known as the
spin-3 /2 Blume-Emery-Griffiths �BEG� model, was used in
a study of tricritical properties of a ternary fluid mixture and
compared with the results of the experimental observations
on the systems of ethanol-water-carbon dioxide �2�. Since
then, there have been large theoretical efforts devoted to the
study of critical, magnetic, and thermodynamic properties
and as well as phase diagrams and multicritical behavior of
the spin-3 /2 Ising systems by using the well-known methods
in equilibrium statistical physics �3�. Recently, random spin-
3 /2 antiferromagnetic Heisenberg chains �4� and the random
quantum antiferromagnetic spin-3 /2 chain �5� have been
studied using the renormalization group �RG� calculations.

On the other hand, a spin-3 /2 Ising system containing
crystal-field interaction �D� in addition to the bilinear ex-
changed interaction �J� is often called the spin-3 /2 Blume-
Capel �BC� model. The ferromagnetic spin-3 /2 BC model

has been studied within the effective field theory �EFT�
�6–8�, the mean field approximation �MFA� �9�, the two-spin
cluster approximation in the cluster expansion method �10�,
conventional finite-size scaling, conformal invariance, and
Monte Carlo �MC� simulations �11�, the pair approximation
for the free energy, MC simulations �12�, a thermodynami-
cally self-consistent theory based on an Ornstein-Zernike ap-
proximation �13�, and extensive MC simulations �14�. The
exact solution of the ferromagnetic spin-3 /2 BC model was
presented on the Bethe lattice by means of the exact recur-
sion relations �15�. Moreover, an early attempt to study the
antiferromagnetic spin-3 /2 BC model was made by
Bakchich et al. �16�. They studied the multicritical behavior
of the model with an antiferromagnetic bilinear interaction
�J�0�, with a crystal field �D� and under an external mag-
netic field �H� by using the MFA. Bekhechi and Benyoussef
�17� investigated the multicritical behavior of the antiferro-
magnetic spin-3 /2 BC model by using the transfer-matrix
finite-size-scaling �TMFSS� calculations and MC simula-
tions. Ekiz �18� investigated the antiferromagnetic spin-3 /2
BC model on the Bethe lattice in an external magnetic field
by using the recursion method. Recently, Keskin et al. �19�
studied the antiferromagnetic spin-3 /2 BC model in the pres-
ence of an external magnetic field within the cluster variation
method.

While much work has been done on the equilibrium prop-
erties of the spin-3 /2 BC model, to our knowledge, there has
been only one investigation about the dynamical aspects of
the model which were done by Grandi and Figueiredo �20�.
They employed the MC simulations and short-time dynamic
scaling to determine the static and dynamic critical expo-
nents for the two-dimensional spin-3 /2 BC model and dis-
cussed critical exponents, extensively. We should also men-
tion that the dynamic behavior of the spin-3 /2 Ising model
Hamiltonian with bilinear �J� and biquadratic �K� nearest-
neighbor pair interactions, also known as the isotropic spin-
3 /2 Blume-Emery-Grifftihs �BEG� model, was studied by
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the path probability method �PMM� with point distribution,
especially the relaxation of the order parameters which were
investigated in Ref. �21�. The dynamic behavior of the model
was also shown in a three-dimensional phase space. More-
over, the dynamics of the isotropic spin-3 /2 BEG model was
also studied near the second-order phase transition tempera-
ture by means of Onsager’s theory of irreversible thermody-
namics, in particular three relaxation times were calculated
and examined for the temperatures near the second-order
phase transition temperatures �22�.

The purpose of this paper is to study, within a mean-field
approach, the kinetic spin-3 /2 Blume-Capel model in the
presence of a time-dependent oscillating external magnetic
field by the Glauber stochastic dynamics. More precisely, we
obtain the nonequilibrium or dynamic phase transition �DPT�
points and present phase diagrams in the reduced magnetic
field amplitude and reduced temperature plane. We also cal-
culate the Liapunov exponent to verify the stability of the
solutions and the DPT points.

We should also mention that the DPT was first found in a
study within a mean-field approach, the stationary states of
the kinetic spin-1 /2 Ising model under a time-dependent os-
cillating field �23,24�, by using the Glauber-type stochastic
dynamics �25�, and it was followed by a Monte Carlo simu-
lation, which allows the microscopic fluctuations, research of
kinetic spin-1 /2 Ising models �26–28�, as well as further
mean-field studies �29�. Moreover, Tutu and Fujiwara �30�
developed the systematic method for the phase diagrams in
DPTs, and constructed the general theory of DPTs near the
transition point based on the mean-field description, such as
Landau’s general treatment of the equilibrium phase transi-
tions. The DPT has also been found in a one-dimensional
kinetic spin-1 /2 Ising model with boundaries �31�. Reviews
of earlier research on the DPT and related phenomena are
found in Ref. �28�. We should also mention that recent re-
search on the DPT is widely extended to more complex sys-
tems such as vector-type order parameter systems, e.g., the
Heisenberg-spin systems �32�, XY model �33�, a Ziff-Gulari-
Barshad model for CO oxidation with CO desorption to pe-
riodic variation of the CO pressure �34�, a high-spin Ising
models such as the kinetic spin-1 BC model �35�, and a
mixed-spin Ising model, e.g., the kinetics of a mixed spin-
1 /2 and spin-1 Ising model �36�.

Finally, it is worthwhile to mention that the study of phase
transitions and critical phenomena in nonequilibrium sys-
tems is a subject of great interest in a broad range of fields
such as chemical reactions, fluid turbulence, chaos, biologi-
cal populations, growth-deposition processes, and even eco-
nomics �37�. These systems not only exhibit rich and com-
plex critical phenomena associated with out-of-equilibrium
statistical physics, but they can also play an important role in
explaining a wide range of experimental results. Especially,
the study of surface reaction systems �38� and thin ferromag-
netic films �39� has received a great deal of attention. More-
over, experimental evidences for the DPT have been found in
highly anisotropic �Ising-like� and ultrathin Co/Cu�001� fer-
romagnetic films �40� and in ferroic systems �ferromagnets,
ferroelectrics and ferroelastics� with pinned domain walls
�41�.

The outline of the remaining part of this paper is orga-
nized as follows. In Sec. II, the spin-3 /2 BC model is briefly

described and the derivation of the dynamic equation of mo-
tion is given. In Sec. III, the DPT points are calculated and
the phase diagrams are presented. The paper ends with a
summary of the work in Sec. IV.

II. THE MODEL AND DERIVATION OF MEAN-FIELD
DYNAMICAL EQUATION

The spin-3 /2 BC model in the presence of a time-
dependent oscillating external magnetic field is described by
the following Hamiltonian:

H = − J�
�ij�

SiSj − D�
i

Si
2 − H�

i

Si, �1�

where the Si located at the site i on a discrete lattice can take
the values ±3/2 and ±1/2 at each site i of a lattice and �ij�
indicates the summation over all pairs of nearest-neighbor
sites. The first term describes the ferromagnetic coupling �J
�0� between the spins at sites i and j. This interaction is
restricted to z-nearest-neighbor pairs of spins. The second
term describes the crystal field-interaction and the last term,
H, represents a time-dependent external oscillating magnetic
field. H is given by

H�t� = H0 cos�wt� , �2�

where H0 and w=2�� are the amplitude and the angular
frequency of the oscillating field, respectively. The system is
in contact with an isothermal heat bath at absolute tempera-
ture.

Now, we will apply the Glauber-type stochastic dynamics
to obtain the dynamic equation of motion. Hence, the system
evolves according to a Glauber-type stochastic process at a
rate of 1 /� transitions per unit time. We define
P�S1 ,S2 , . . . ,SN ; t� as the probability that the system has the
S spin configuration, S1 ,S2 , . . . ,SN, at time t. The time de-
pendence of this probability function is assumed to be gov-
erned by the master equation which describes the interaction
between the spins and heat bath and can be written as fol-
lows:

d

dt
P�S1,S2, . . . ,SN;t� = − �

i � �
Si�Si�

Wi�Si → Si��	
�P�S1,S2, . . . ,Si, . . . ,SN;t�

+ �
i � �

Si�Si�

Wi�Si� → Si�

�P�S1,S2, . . . ,Si�, . . . ,SN;t�	 , �3�

where Wi�Si→Si��, the probability per unit time that the ith
spin changes from the value Si to Si�, and in this sense the
Glauber model is stochastic. Since the system is in contact
with a heat bath at absolute temperature T, each spin can
change from the value Si to Si� with the probability per unit
time;

KESKIN, CANKO, AND DEVIREN PHYSICAL REVIEW E 74, 011110 �2006�

011110-2



Wi�Si → Si�� =
1

�

exp�− �	E�Si → Si���

�
Si�

exp�− �	E�Si → Si���
, �4�

where �=1/kBT, kB is the Boltzmann factor, �Si�
is the sum over the four possible values of Si�, ±3/2, ±1/2, and 	E is the

change in the energy of the system when the Si spin changes, which can be found by working Eq. �1�. Using the detailed
balance condition �35,36�, we get

Wi�3

2
→

3

2
	 = Wi�1

2
→

3

2
	 = Wi�−

1

2
→

3

2
	 = Wi�−

3

2
→

3

2
	

=
1

2�

exp��D�exp�3�x/2�
exp��D�cosh�− 3�x/2� + exp�− �D�cosh�− �x/2�

, �5a�

Wi�3

2
→

1

2
	 = Wi�1

2
→

1

2
	 = Wi�−

1

2
→

1

2
	 = Wi�−

3

2
→

1

2
	

=
1

2�

exp�− �D�exp��x/2�
exp��D�cosh�− 3�x/2� + exp�− �D�cosh�− �x/2�

, �5b�

Wi�3

2
→ −

1

2
	 = Wi�1

2
→ −

1

2
	 = Wi�−

1

2
→ −

1

2
	 = Wi�−

3

2
→ −

1

2
	

=
1

2�

exp�− �D�exp�− �x/2�
exp��D�cosh�− 3�x/2� + exp�− �D�cosh�− �x/2�

, �5c�

Wi�3

2
→ −

3

2
	 = Wi�1

2
→ −

3

2
	 = Wi�−

1

2
→ −

3

2
	 = Wi�−

3

2
→ −

3

2
	

=
1

2�

exp��D�exp�− 3�x/2�
exp��D�cosh�− 3�x/2� + exp�− �D�cosh�− �x/2�

, �5d�

where x=H+J��j�Sj. Notice that, since Wi�Si→Si�� does not depend on the value Si, we can write Wi�Si→Si��=Wi�Si��, then the
master equation becomes

d

dt
P�S1,S2, . . . ,SN;t� = − �

i � �
Si��Si

Wi�Si��	P�S1,S2, . . . ,Si, . . . ,SN;t� + �
i

Wi�Si�� �
Si��Si

P�S1,S2, . . . ,Si�, . . . ,SN;t�	 . �6�

Since the sum of probabilities is normalized to one, by multiplying both sides of Eq. �6� by Sk and taking the average, we
obtain

�
d

dt
�Sk� = − �Sk� +
 3 exp��D�sinh�3��J�

�j�
Sj + H	/2	 + exp�− �D�sinh���J�

�j�
Sj + H	/2	

2 exp��D�cosh�− 3��J�
�j�

Sj + H	/2	 + 2 exp�− �D�cosh�− ��J�
�j�

Sj + H	/2	� , �7�

or, in terms of a mean-field approach,

�
d

dt
�S� = − �S� +

3 exp��D�sinh�3�„Jz�S� + H0 cos�wt�…/2� + exp�− �D�sinh��„Jz�S� + H0 cos�wt�…/2�
2 exp��D�cosh�− 3�„Jz�S� + H0 cos�wt�…/2� + 2 exp�− �D�cosh�− �„Jz�S� + H0 cos�wt�…/2�

, �8�

where z is the coordination number. The system evolves according to the differential equation given by Eq. �8�, that can be
written in the form



d

d�
m = − m +

3 exp�d/T�sinh�3�m + h cos ��/2T� + exp�− d/T�sinh��m + h cos ��/2T�
2 exp�d/T�cosh�− 3�m + h cos ��/2T� + 2 exp�− d/T�cosh�− �m + h cos ��/2T�

, �9�
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where m��S�, �=wt, T= ��zJ�−1, d=D /zJ, h=H0 /zJ, and

=�w. Hence, the mean-field dynamical equation for the
magnetization is obtained. We fixed z=4 and 
=2�. The
solution and a discussion of this equation are given in the
next section.

III. DYNAMIC PHASE TRANSITION POINTS AND PHASE
DIAGRAMS

In this section, we shall find the dynamic phase transition
�DPT� points and present the phase diagrams. For these pur-
poses, first we have to study the stationary solutions of the
dynamic equation, given in Eq. �9�, when the parameters T,
d, and h are varied. The stationary solution of Eq. �9� will be
a periodic function of � with period 2�; that is, m��+2��
=m���. Moreover, it can be one of two types according to
whether it has or does not have the property

m�� + �� = − m��� . �10�

A solution that satisfies Eq. �10� is called a symmetric solu-
tion which corresponds to a paramagnetic �P� solution. In
this solution, the magnetization m��� oscillates around the
zero value and is delayed with respect to the external field.
The second type of solution which does not satisfy Eq. �10�
is called a nonsymmetric solution that corresponds to a fer-
romagnetic �F� solution. In this case the magnetization does
not follow the external magnetic field any more, but instead
of oscillating around a zero value; it oscillates around a non-
zero value, namely either ±3/2 or ±1/2. Hence, if it oscil-
lates around ±3/2, this nonsymmetric solution corresponds
to the ferromagnetic ±3/2 �F3/2� phase and if it oscillates
around ±1/2, this corresponds to the ferromagnetic ±1/2
�F1/2� phase. These facts are seen explicitly by solving Eq.
�9� numerically. Equation �9� is solved by using the numeri-
cal method of the Adams-Moulton predictor corrector
method for a given set of parameters and initial values and
presented in Fig. 1. From Fig. 1, one can see seven different
solutions, namely the P, F3/2, F1/2, and four coexistence so-
lutions, namely the F1/2+ P in which F1/2, P solutions coex-
ist; the F3/2+ P in which F3/2, P solutions coexist; the F3/2
+F1/2 in which F3/2, F1/2 solutions coexist and the F3/2
+F1/2+ P in which F3/2, F1/2, P solutions coexist, exist in the
system. In Fig. 1�a� only the symmetric solution is always
obtained, hence we have a paramagnetic �P� solution, but in
Figs. 1�b� and 1�c� only the nonsymmetric solutions are
found so therefore we have a ferromagnetic �F� solutions in
which Fig. 1�b� corresponds to the F1/2 phase and Fig. 1�c� to
the F3/2 phase. These solutions do not depend on the initial
values. On the other hand, in Fig. 1�d� both the F1/2 and P
phases always exist in the system, hence we have the coex-
istence solution �F1/2+ P�. In this case the solutions depend
on the initial values, seen in Fig. 1�d� explicitly. Figures
1�e�–1�g� are similar to the Fig. 1�d�, except F3/2, P phases
exist in Fig. 1�e�; F3/2, F1/2 phases occur in Fig. 1�f� and F3/2,
F1/2, P phases exist in Fig. 1�g�. Therefore, we have four
different coexistence solutions and these solutions depend on
the initial values. We should also mention that for large val-
ues of h and T, the P phase always occurs in the system.

Thus, Fig. 1 displays seven different phases, namely the
P, F1/2, F3/2, F1/2+ P, F3/2+ P, F3/2+F1/2, and F3/2+F1/2+ P
phases, exist in the system. In order to obtain the dynamic
phase boundaries among these phases, we have to calculate
DPT points and then we can present phase diagrams of the
system. DPT points will be obtained by investigating the
behavior of the average magnetization in a period as a func-
tion of the reduced temperature. These investigations will be
also checked and verified by calculating the Liapunov expo-
nent.

The average magnetization �M� in a period, which is also
called the dynamic magnetization, is given as

M =
1

2�



0

2�

m���d� . �11�

The behavior of M as a function of the reduced temperature
for several values of h and d are obtained by combining the
numerical methods of Adams-Moulton predictor corrector
with the Romberg integration and the results are plotted in
Fig. 2 together. In this figure, the thick and thin arrows rep-
resent to the second-order phase transition �or the critical�
temperatures, TC �thick arrow� and TC� �thin arrow�. TC is the
second-order phase transition temperature from the F3/2
phase to the P phase and TC� from the F1/2 phase to the P
phase. Moreover, Tt represents the first-order phase transition
temperature. Figure 2�a� shows the behavior of M as a func-
tion of the reduced temperature for the thick solid line; d
=−0.25, h=0.50, and the thin solid line; d=−0.5, h=1.25.
The system exhibits a second-order phase transition and the
transition is from the F3/2 phase to the P phase, for the thick
solid line and from the F1/2 phase to the P phase for the thin
solid line in Fig. 2�a�. Figures 2�b� and 2�c� illustrate the
thermal variations of M for d=−0.5, h=0.25 for two differ-
ent initial values; i.e., the initial value of M is taken 3/2 for
Fig. 2�b� and 1/2 or zero for Fig. 2�c�. In Fig. 2�b�, the
system undergoes two successive phase transitions: First, the
phase transition is a first-order and the transition is from the
F3/2 phase to the F1/2 phase, and the second one is a second-
order phase transition from the F1/2 phase to the P phase.
This means that the coexistence region, i.e., the F3/2+F1/2
phase, exists in the system and this fact is seen in the phase
diagram of Fig. 4�d� explicitly �compare in Figs. 2�b� and
2�c� with Fig. 4�d��. Figures 2�d� and 2�e� illustrate the ther-
mal variations of M for d=−0.475, h=0.125 for two different
initial values; i.e., the initial value of M is taken 3/2 for Fig.
2�d� and 1/2 or zero for Fig. 2�e�. These figures are similar
to the Figs. 2�b� and 2�c�, except the first-order phase tran-
sition is from the F1/2 phase to the F3/2 phase and the second-
order phase transition from the F3/2 phase to the P phase.
Therefore, the F3/2+F1/2 phase occurs in the system �com-
pare in Figs. 2�d� and 2�e� with Fig. 4�c��. Figures 2�f� and
2�g� present the thermal variations of M for d=0.25, h
=1.025 for two different initial values; i.e., the initial value
of M is taken 3/2 or 1 /2 for Fig. 2�f� and zero for Fig. 2�g�.
In Fig. 2�f�, the system undergoes a second-order phase tran-
sition from the F3/2 phase to the P phase. In Fig. 2�g�, the
system undergoes two successive phase transitions: First, the
phase transition is a first-order from the P phase to the F3/2
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phase, and the second one is a second-order phase transition
from the F3/2 phase to the P phase and occurs. Therefore, the
coexistence region, i.e., the F3/2+ P phase, exists in the sys-
tem and this fact is also seen in the phase diagram of Fig.
4�a� explicitly �compare in Figs. 2�f� and 2�g� with Fig. 4�a��.
Figures 2�h� and 2�i� show the thermal variations of M for
d=−0.75, h=0.35 for two different initial values; i.e., the
initial value of M is taken 3/2 or 1 /2 for Fig. 2�h� and zero
for Fig. 2�i�. These figures are similar to Figs. 2�f� and 2�g�,
except the second-order phase transition is from the F1/2
phase to the P phase and the first-order phase transition from
the P phase to the F1/2 phase. Therefore, the F1/2+ P phase
occurs in the systems �compare in Figs. 2�h� and 2�i� with
Fig. 4�f��. Finally, Figs. 2�j�–2�l� illustrate, which is the most
interesting case, the thermal variations of M for d=−0.475,
h=0.375 for three different initial values; i.e., the initial
value of M is taken 3/2 for Fig. 2�j�, and 1/2 for Fig. 2�k�

and zero for Fig. 2�l�. Figures 2�j�–2�l� are similar to Figs.
2�d�, 2�e�, and 2�g�, respectively. However, in this case the
system has the F3/2+F1/2+ P coexistence region �compare in
Figs. 2�j�–2�l�, with Fig. 4�c��.

Now we can check and verify the stability of the solution,
and as well as the DPT points by calculating the Liapunov
exponent �. If we write Eq. �9� as follows:



dm

d�
= F�m,�� , �12�

then the Liapunov exponent � is given by


� =
1

2�



0

2� �F

�m
d� . �13�

When the Liapunov exponent is negative, the solution is
stable. We have two Liapunov exponents in which one is

FIG. 1. Time variations of the
magnetization �m�: �a� Exhibiting
a paramagnetic phase �P�,
d=−0.75, h=1.0, and T=0.25. �b�
Exhibiting a ferromagnetic-1 /2
�F1/2� phase, d=−0.5, h=1.125,
and T=0.1875. �c� Exhibiting a
ferromagnetic-3 /2 �F3/2� phase,
d=−0.25, h=0.5, and T=0.5. �d�
Exhibiting a coexistence region
�F1/2+ P�, d=−0.475, h=1.375,
and T=0.025. �e� Exhibiting a co-
existence region �F3/2+ P�, d
=0.25, h=1.25, and T=0.25. �f�
Exhibiting a coexistence region
�F3/2+F1/2�, d=−0.625, h=0.125,
and T=0.05. �g� Exhibiting a co-
existence region �F3/2+F1/2+ P�,
d=−0.5, h=0.375, and T=0.0625.
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FIG. 2. The reduced temperature dependence of the dynamic magnetization M, and a symmetric solution which corresponds to the P
phase, and nonsymmetric solutions that correspond to the F3/2 and F1/2 phases. Tt is the first-order phase transition temperatures, and TC and
TC� are the second-order phase transition temperatures from the F3/2 phase to the P phase and the F1/2 phase to the P phase, respectively. �a�
Exhibiting two second-order phase transition, one from the F3/2 phase to the P phase for d=−0.25, h=0.50; 0.915 is found TC and the other
one from the F1/2 phase to the P phase for d=−0.5, h=1.25; 0.2125 is found TC�. �b� Exhibiting two successive phase transitions, the first
one is a first-order phase transition from the F3/2 phase to the F1/2 phase and the second one is second-order phase transition the F1/2 phase
to the P phase for d=−0.50 and h=0.25; 0.20 and 0.38 are found Tt and TC�, respectively. �c� Exhibiting a second-order phase transition from
the F1/2 phase to the P phase for d=−0.5 and h=0.25; 0.38 is found TC�. �d� Exhibiting a second-order phase transition from the F3/2 phase
to the P phase for d=−0.475 and h=0.125; 0.5575 is found TC. �e� Exhibiting two successive phase transitions, the first one is a first-order
phase transition from the F1/2 phase to the F3/2 phase and the second one is second-order phase transition the F3/2 phase to the P phase for
d=−0.475 and h=0.125; 0.20 and 0.5575 found Tt and TC, respectively. �f� Same as Fig. 2�d�, but d=0.25 and h=1.025; 0.795 is found TC.
�g� Exhibiting two successive phase transitions, the first one is a first-order phase transition from the P phase to the F3/2 phase and the second
one is second-order phase transition the F3/2 phase to the P phase for d=0.25 and h=1.025; 0.48 and 0.795 found Tt and TC, respectively.
�h� Same as Fig. 2�c�, but d=−0.75 and h=0.35; 0.1475 is found TC�. �i� Same as Fig. 2�g�, but the first-order phase transition from the P
phase to the F1/2 phase and the second-order phase transition is from the F1/2 phase to the P phase, and d=−0.75 and h=0.35; 0.08 and
0.1475 found Tt and TC�, respectively. �j� Same as Fig. 2�d�, but d=−0.475 and h=0.375; 0.515 is found TC. �k� Same as Fig. 2�e�, but d
=−0.475 and h=0.375; 0.04 and 0.515 are found Tt and TC. �l� Same as Fig. 2�g�, but d=−0.475 and h=0.375; 0.135 and 0.515 are found
Tt and TC.
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associated to the symmetric solution, �S, and the other to the
nonsymmetric solution, �n. If �s and �n increase to zero con-
tinuously as the reduced temperature approaches the phase
transition temperature, the temperature where �n=�s=0 is
the second-order phase transition temperature, TC. On the
other hand, if one of � increases to zero continuously and the
other � jumps to zero discontinuously as the reduced tem-
perature approaches to the phase transition temperature, the
temperature in which the discontinuity occurs first for one of
the � and the other �=0, is the first-order phase transition
temperature, Tt. We should also mention that if the first-order
phase transition is from the ordered phase to the disordered
phase, �n increases to zero continuously and the other �S
increases to zero discontinuously as the reduced temperature
approaches the phase transition temperature. However, if the
first-order phase transition is from one ordered phase to the
other ordered phase, e.g., from the F3/2 phase to the F1/2
phase, one of the �n increases to zero continuously and the
other �n increases to zero discontinuously as the reduced
temperature approaches the phase transition temperature. In
order to see these behaviors explicitly, the values of the Li-
apunov exponents are calculated and plotted as a function of
the reduced temperature for d=−0.5 and h=0.25 �these val-
ues correspond to Fig. 2�b��, seen in Fig. 3�a� and for d
=−0.475 and h=0.375 �these values correspond to Fig. 2�k��,
as seen in Fig. 3�b�. In this figures, the thick and thin lines
represent the �s and �n, �n�, respectively, and Tt and TC, TC�
are the first- and second-order phase transition temperatures,
respectively. In Fig. 3�a�, the system undergoes two succes-
sive phase transitions: First, the phase transition is a first-
order from the F3/2 phase to the F1/2 phase, because one of
the �n=0 ��n corresponds to the F3/2 phase� and the discon-
tinuity occurs for the other �n�, which corresponds to the F1/2
phase, and the first-order transition occurs at Tt=0.20; the
second one is a second-order phase transition from the F1/2
phase to the P phase, because �n=�s=0 at TC�=0.38. The
behavior of Fig. 3�b� is similar to Fig. 3�a�, except the first-
order phase transition is from the F1/2 phase to the F3/2 phase
at Tt=0.04 and the second-order phase transition is from the
F3/2 phase to the P phase at TC=0.515. If one compares Figs.
3�a� and 3�b� with Figs. 2�b� and 2�k�, respectively, one can
see that Tt and TC, TC� found by using the both calculations,
are exactly the same. Moreover, we have also verified the
stability of the solutions by these calculations, because we
have always found that �s�0, �n�0, and �n��0.

We can now obtain the phase diagrams of the system and
the calculated phase diagrams in the �T ,h� plane are pre-
sented in Figs. 4�a�–4�f�. In these phase diagrams the solid
and dashed lines represent the second- and first-order phase
transition lines, respectively, the dynamic tricritical points
are denoted by a solid circle. As seen in Fig. 4, we have
obtained six different phase diagrams topologies.

�i� For d
−0.1982, Fig. 4�a� represents the phase dia-
gram in the �T ,h� plane for d=0.25. In this phase diagram, at
high reduced temperature �T� and the reduced external mag-
netic field amplitude �h� the solutions are paramagnetic �P�
and at low values of T and h, they are ferromagnetic 3 /2
�F3/2�. The dynamic phase boundary between these regions,
F3/2→P, is the second-order phase line. At low reduced tem-

peratures, there is a range of values of h in which the P and
the F3/2 phases or regions coexist, called the coexistence re-
gion, F3/2+ P. The F3/2+ P region is separated from the F3/2
and the P phases by the first-order phase line. The system
also exhibits only one dynamic tricritical point where the
both first-order phase transition lines merge and signals the
change from first- to a second-order phase transitions. Fi-
nally, we should also mention that similar phase diagrams
were also obtained in the kinetic spin-1 BC model �35�, the
kinetic of the mixed spin-1 /2 and spin-1 Ising ferrimagnetic
system �36� and as well as the kinetic spin-1 /2 Ising model

FIG. 3. The values of the Liapunov exponents as a function the
reduced temperature. Thick and thin lines represent the �s, and �n,
�n�, respectively, and Tt, and TC, TC� are the first- and second-order
phase transition temperatures, respectively. �a� The system under-
goes two successive phase transitions: First, the phase transition is a
first-order, because one of the �n=0 ��n corresponds to the F3/2

phase� and the discontinuity occurs for the other �n�, which corre-
sponds to the F1/2 phase. The first-order phase transition occurs at
Tt=0.20 and the second one is a second-order phase transition at
TC�=0.38, because �n=�s=0 for d=−0.5 and h=0.25. �b� Same as
Fig. 3�a�, but d=−0.475, h=0.375, and 0.04 and 0.515 are found Tt

and TC, respectively.

DYNAMIC PHASE TRANSITION IN THE KINETIC¼ PHYSICAL REVIEW E 74, 011110 �2006�

011110-7



�23�. The reason that the phase diagram is similar to the one
obtained for the kinetic spin-1 /2 Ising and spin-1 BC models
are due to the competition between J, d, and h. If d�0, the
Hamiltonian of spin-3 /2 model gives similar results to the
Hamiltonian of spin-1 /2 Ising and spin-1 BC models. This
can be seen explicitly from the ground state phase diagrams
that we obtained in detail by Morita �42� and Canko and
Keskin �43�.

�ii� For −0.1982�d
−0.2687, we have performed the
phase diagram at d=−0.25, seen in Fig. 4�b�. This phase
diagram is similar to Fig. 3�a� but only differs from Fig. 3�a�
in which low T and h values one more of the F3/2+ P phase
or the coexistence region also exists. The dynamic phase
boundary between this F3/2+ P region and the F3/2 phase is
the first-order line, seen in Fig. 4�b�.

�iii� For −0.2687�d
−0.4887, in this case the phase
diagram is presented for d=−0.475, seen in Fig. 4�c�. The

system also exhibits one dynamic tricritical point that occurs
in a similar place as in Fig. 4�a� and Fig. 4�b�, but the coex-
istence region is the F1/2+ P phase instead of the F3/2+ P. For
low values of h and T, two more coexistence regions or
phases exist, namely the F3/2+F1/2+ P phase occurs low val-
ues of T and high values of h and F3/2+F1/2 phase occurs
very low values of T and h, seen in Fig. 4�c�. The dynamic
boundaries between these coexistence phases and between
the coexistence regions and the F3/2 phase are all first-order
lines.

�iv� For −0.4887�d
−0.5775 the phase diagram is
shown in Fig. 4�d� for d=−0.5. This is the more interesting
phase diagram in which the system exhibits three dynamic
tricritical points and also four coexistence regions or phases,
namely two F1/2+ P phases exist, one of them at very high
values of h, at a similar place as in Fig. 4�c� and the other at
low values of h; F3/2+F1/2+ P phase occurs at low values of

FIG. 4. Phase diagrams of the
spin-3/2 Blume-Capel model in
the �T ,h� plane. The paramagnetic
�P�, ferromagnetic-3 /2 �F3/2�,
ferromagnetic-1 /2 �F1/2�, and four
different coexistence regions,
namely the F3/2+ P, F1/2+ P, F3/2

+F1/2, and F3/2+F1/2+ P regions,
are found. Dashed and solid lines
represent the first- and second-
order phase transitions, respec-
tively, and the dynamic tricritical
points are indicated with solid
circles. �a� d=0.25, �b� d=−0.25,
�c� d=−0.475, �d� d=−0.5, �e� d
=−0.625, and �f� d=−0.75.
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T and high values of h and the F3/2+F1/2 phase occurs at
very low values of h and T, seen in Fig. 4�d�. The dynamic
boundaries between these coexistence phases are all first-
order lines. The second-order phase line, that occurs at high
values of h and separates the F1/2 phase from the P phase,
has a bulge that suggests the occurrence of the some sort of
a reentrant phenomenon, because as the h value increases,
the system passed from the ordered �F1/2� phase to the dis-
ordered phase �P� and is then passed from the disordered �P�
phase to the ordered �F1/2� phase, and finally back to the P
phase again. Moreover, at the end of this second-order phase
line two dynamic tricritical points exist that one of them
occurs in a similar place as in Fig. 4�c� and the other one at
high values of T and low values of h. At zero T, there is a
range of values of h in which P phase also exists and the
dynamic phase boundaries between the P phase and ordered
phases, namely the F3/2+F1/2+ P or F1/2 phases, are the first-
order phase lines. Furthermore, one more second-order phase
line, which starts h=0 and ends a third dynamic tricritical
point and separates the F1/2 phase from the P phase, and
exits in the system. The occurrence of the P phase at zero
temperature has been also seen in the kinetic spin-1 BC
model and the reason will be given in Sec. IV.

�v� For −0.5775�d
−0.7350, the phase diagram is ob-
tained for d=−0.625, seen in Fig. 4�e�, and is similar to case
�iv�, except that the F3/2+F1/2+ P region disappears and at
zero T, there is a range of values of h in which the F1/2 phase
also exists. Therefore, the system exhibits three dynamic tri-
critical points and the F1/2+ P, F3/2+F1/2 coexistence regions
besides the P and the F1/2 phases.

�vi� For −0.7350�d, the phase diagram is similar to Fig.
4�e� but only differs from Fig. 4�e� in that very low T and h
values of the F3/2+F1/2 region disappears, illustrated in Fig.
4�f�. Hence, the system exhibits three dynamic tricritical
points and the F1/2+ P coexistence region besides the P and
the F1/2 phases.

IV. SUMMARY

We have analyzed within a mean-field approach the sta-
tionary states of the kinetic spin-3 /2 Blume-Capel model
under a time-dependent oscillating external magnetic field.
We use Glauber-type stochastic dynamics to describe the
time evolution of the system. We have studied the behavior
of the time dependence of the magnetization and the behav-
ior of the average magnetization in a period, also called the
dynamic magnetization, as a function of reduced tempera-

ture. The DPT points are found by investigating the behavior
of the average magnetization in a period as a function of the
reduced temperature. These investigations are also checked
and verified by calculating the Liapunov exponent. Finally,
we present the phase diagrams in the �T ,h� plane. We found
that the behavior of the system strongly depends on the val-
ues of d and six different phase diagram topologies, where
the P, F3/2, F1/2, F3/2+F1/2, F3/2+ P, F1/2+ P or/and F3/2
+F1/2+ P phases occur that depend on values of d, are found.
The system also exhibits one or more tricritical points that
depend on d values and the F3/2, F1/2 and/or F3/2+F1/2 phase
occurs at low values of T and h. The reason that at low
values of T, only the F3/2 and the F1/2 phases occur for the
positive and negative high values of d, respectively, can also
be seen from Eq. �9�, analytically. While d goes to high
positive and negative values, solutions of time-dependent
magnetization should be m���� ± 3

2e−�/
 and m���
� ± 1

2e−�/
, respectively. Hence, when �→�, the stationary
solutions of m��� always corresponds to the F3/2 and the F1/2

phases. Moreover, if one choice is a suitable value for h and
negative values of d, one can obtain the P phase for low
values of T, see in Figs. 4�e� and 4�f�, explicitly. The P phase
at suitable values of T and h appears in the phase diagrams as
follows: For low values of T and h, due to the competition
between T, h, and the decreasing d the time-dependent mag-
netization either follows the reduced magnetic field ampli-
tude �h� within a single period, and M =0, this is the disor-
dered or the P phase, or it cannot fully switch sign within a
single period, and �M��0, this is the ordered, namely the
F3/2 or the F1/2 phases. On the other hand, for large and
negative d, the paramagnetic phase becomes larger. Similar
behavior has also been seen in the kinetic spin-1 BC model
�35�.

Finally, we should also mention that this mean-field dy-
namic study suggests that the spin-3 /2 Blume-Capel model
in the presence of a time-dependent oscillating external mag-
netic field has an interesting dynamic behavior, quite differ-
ent from the standard Ising model. Therefore, it would be
worthwhile to further study it with more accurate techniques
such as dynamic Monte Carlo simulations or renormalization
group calculations.
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