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Recent experiments have revealed several surprising features of the phase equilibria in protein solutions:
liquid-liquid phase separation which is, in some cases, metastable with respect to the liquid-solid equilibrium,
and in others—unobservable; widely varying crystallization enthalpies, including completely athermal crystal-
lization; the co-existence of several crystalline polymorphs; and others. Other studies have shown that the
solvent molecules at the hydrophobic and polar patches on the protein molecular surfaces are structured,
introducing repulsive forces at surface separations equal to several water molecule sizes. In search of a causal
link between the latter and former findings, we apply Monte Carlo simulation techniques in the investigation
of phase diagrams associated with globular biological molecules in solution. We account for the solvent
structuring via short-range isotropic two-body intermolecular potentials exhibiting multiple extrema. We show
that the introduction of a repulsive maximum or a secondary attractive minimum at separations longer than the
primary attractive minimum has dramatic effects on the phase diagram: liquid-liquid separation curves are
driven to lower or higher temperatures, the sensitivity of the solubility curve �liquidus� to temperature, i.e., the
enthalpy of crystallization, is significantly reduced or enhanced, metastable liquid-liquid separation may be-
come stable and vice versa, and both low- and high-density crystalline phases are observed. The similarity of
these features of the simulated phase behavior to those observed experimentally suggests that at least some of
the mysteries of the protein phase equilibria may be due to the structuring of the solvent around the protein
molecular surfaces. Another conclusion is that at least some of the dense liquids seen in protein solutions may
be stable and not metastable with respect to a solid phase.
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INTRODUCTION

Aqueous solutions typically exhibit ordering on the length
scale of several water molecules in the vicinity of solid sur-
faces, including the surfaces of large solute molecules or
suspended particles �1,2�. This is especially important in the
context of biological macromolecular systems �e.g., protein
solutions� in which such solvent structuring is added to the
action of a number of interaction forces �van der Waals,
double layer, etc.� �3�. The combination of forces has been
shown to lead to nontrivial two-body interaction potentials,
involving multiple extrema �3–6�. While water structuring
and the associated repulsive and more complex intermolecu-
lar interaction potential were initially postulated and tested
for smooth solid surfaces, e.g., mica �7�, both flat and
curved, there is ample evidence that water is structured
around protein molecules, that the thickness of the structured
water layer is significantly greater than the roughness of the
protein molecular surfaces �2,5,8�, and that solvent structur-
ing modifies the potential of interactions of the protein mol-
ecules with surfaces and between pairs of protein molecules
�3,4,6,9�. These modifications are adequately modeled by the
introduction in the interaction potentials of a repulsive maxi-
mum at separations between the protein molecular surfaces
equal to several water sizes, i.e., longer than the separation
for the attractive minimum underlying the formation of con-
densed phases: crystals, fibers, gels, dense liquids, etc.
�3,4,10–12�.

At the same time, a number of features of the phase be-
havior of protein solutions are still not well understood.
These include the insensitivity of solubility of the crystals of
many proteins to variations in temperature �13�, widespread
polymorphism �14�, the lack of stable or metastable liquid-
liquid separation in certain cases �15–17�, and other thermo-
dynamic and kinetic effects. Some of the features of the pro-
tein phase diagram, such as the variability of the gap
between the liquidus and the liquid-liquid separation line,
have been correlated with anisotropic intermolecular interac-
tions in a previous Monte Carlo investigation �18�. However,
anisotropy cannot be the only factor underlying the specific-
ity of protein phase diagrams: the data in Refs. �13,16,17�
were obtained with ferritin and lumazine synthase, proteins
with near-spherical symmetry �19,20�.

Several groups of previous theoretical works use assump-
tions similar to ours. In the first group, one or more maxima
were added to potentials, in which the attractive minimum is
at separations from the particle surface comparable to the
particle size. These potentials lead to unique clustering be-
havior �21,22� �see also Refs. �23–25��. Other studies ex-
plored the consequences of similarly modified potentials on
pattern formation in colloidal systems confined at the air-
water interface �26,27�. In another group of papers, steps in
the repulsive term of the square well potential were predicted
to dramatically impact the phase diagram of small-molecule
liquids �28–30�, bringing them to those seen with cesium and
cerium �28,29�, or phosphorus �30�. Shorter range single ex-
tremum potentials have been used in simulations of classical
protein phase behavior �31,32�. The addition a single longer
range maximum to a short attractive range potential has been*Corresponding author. Electronic address: vekilov@uh.edu
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tested for their consequences for the clustering behavior
�33–35�, for the gelation and percolation transition �36�, and
for a phase diagram in coordinates �repulsion strength, tem-
perature� �37�, while its consequences for the liquid-liquid,
liquid-solid, and solid-solid equilibria of such systems have
not been probed. This last group of studies differs from the
investigations presented here: it relies on the assumption that
the range of repulsion is significantly longer than the range
of attraction and comparable to the particle size—in this way
the effects of electrostatic double-layer field were modeled
�33–37�. With proteins, especially in solutions of ionic
strengths higher than 0.1 M, the ranges of intermolecular
interactions are significantly shorter than the size of the mol-
ecules �31,32�. For ionic strengths close to the physiological
0.10–0.15 M, the characteristic Debye length �−1 is between
9 and 6 Å �38� and even shorter at higher ionic strengths
typically used in protein crystallization. Thus the electro-
static double-layer interactions are less important for protein
molecules in solution and the shorter range repulsive maxi-
mum, due to structuring of the solvent, is more important.

Here, we use Monte Carlo simulations to address the con-
sequences of multiple extrema for phase equilibria in protein
solutions. In solutions of different proteins, the maxima and
minima in the interaction potential likely vary in number,
relative size, and position, and these variations may be of
substantial importance. We begin to probe the consequences
of multiple extrema by focusing on the effects on phase equi-
libria of just one repulsive maximum or one secondary mini-
mum in the potential. Since we simulate the behavior of
proteins in solution, the attractive minimum is separated
from the particle surface by a fraction of the particle diam-
eter; since we assign the longer range repulsion to water
structuring, the repulsive maximum is separated from the

minimum again by a fraction of the particle diameter. We do
not consider nonadditive multiple body effects or
temperature-dependent potentials. Although no experimental
evidence exists for their significance in protein intermolecu-
lar interactions, it is likely that they will affect the protein
phase diagram. Thus our approach can yield at best semi-
quantitative correspondence to the experimentally deter-
mined protein phase diagrams. Still, our results suggest that
some of the poorly understood phenomena listed above may
be at least partially explained by multiple extrema in spheri-
cally symmetric interaction potentials.

The simulations below also address the issue of the source
of metastability of the liquid-liquid phase separation in pro-
tein solutions. Interaction potentials with short widths of at-
traction have been predicted to lead to the appearance of
metastable liquid-liquid separation within the region of
stable two-phase liquid-solid coexistence �e.g., Ref. �31� and
references within�. Metastable liquids have indeed been ob-
served with several proteins �39–42�. It has been claimed
that the specific shape of the potential is not important and
that the appearance of metastability may be predicted based
almost solely on the width of attraction of the potential
�18,43�. Our results below indicate that with more complex
potentials the width of attraction is not an absolute predictor.
Furthermore, we show that certain potentials with short at-
traction widths may in fact correspond to stable liquid-liquid
coexistence.

METHODS

As a basis for analysis we use the � potential introduced
in Ref. �32� as a model for short-range interactions charac-
terizing protein solution systems. Our modified version of
this potential is given by

V�r� =�
� r � �

4�

�2� 1

��r/��2 − 1�6 −
�

��r/��2 − 1�3� � � r � r*

4�

�2�1 + ���r/��2 − �r*/��2�2

��r/��2 − 1�6 −
�

��r/��2 − 1�3� r 	 r* � , �1�

which is composed of a hard-sphere repulsion term for short
distances �r���, the � potential for intermediate distances
���r�r*�, and an augmented � potential for large distances
�r	r*�. Here, � is the hard core diameter, � is the depth of
the primary minimum, � is a parameter determining the
range of the potential, and r* is a distance above which a
local repulsive maximum or secondary attractive minimum
�depending on the sign of the premultiplier �� are added.
Although the additional term, premultiplied by �, was origi-
nally chosen to mimic the hydration-repulsion effects sug-
gested in Refs. �10,11,44�, it is treated in this analysis as an
arbitrarily added repulsion or attraction designed to highlight
the effects of a generic additional extremum in the potential.

Sample potentials, calculated using �=0 �standard � poten-
tial�, �	0 �local repulsive maximum�, and ��0 �secondary
minimum� are depicted in Fig. 1.

Liquid-solid and liquid-liquid coexistence curves were
evaluated, using, respectively, the Gibbs-Duhem �45,46� and
the Gibbs ensemble �47� methods; the Gibbs-Duhem method
was, in some cases, used to reproduce liquid-liquid coexist-
ence curves. These methods rely on the search for equilib-
rium between the respective pairs of phases, with each phase
held in a separate “box.” With the Gibbs-Duhem method,
108 solid-phase and 128 liquid-phase particles were used in
calculations of liquid-solid equilibrium �select liquid-solid
coexistence curves were found to require 256 solid-phase
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and 250 liquid-phase particles for increased accuracy�, 128
particles per phase �256 total� were used when applying this
technique to liquid-liquid coexistence calculations, 1372 for
the expanded and 500 particles for the dense fcc phases were
used for the solid-solid coexistence. The Gibbs ensemble
technique employed 256 �or, for tests of system size effects,
400 or 600� particles equally divided between the two
phases.

Periodic boundary conditions were used, and the interac-
tions were truncated at distances at which the potential mag-
nitude receded below 0.003�. On the average, a Monte Carlo
�MC� cycle involved one displacement attempt per particle
and three volume change attempts; for the Gibbs ensemble
technique, an additional 50 particle exchange attempts were
made. At each temperature, with the Gibbs-Duhem technique
20–35 kilocycles brought the pressures and chemical poten-
tials of the particles in the two phases to equal values, with
overlapping ranges of their intrinsic numerical fluctuations;
25–40 additional kilocycles were typically used for the esti-
mation of the properties of each phase. With the Gibbs en-
semble technique, typically 200 kilocycles were needed for
mechanical and chemical equilibration and 400 additional
kilocycles were used for the estimation of the properties of
the two phases in equilibrium.

Liquid-solid coexistence calculations were initiated at
high temperatures T �typically T=1013� /k; k is the Boltz-
mann constant�, at which a noninteracting hard-sphere sys-
tem was assumed. Integration of the Clapeyron equation us-
ing a predictor-corrector method was performed by applying
two different versions of this equation, depending on the
temperature range �48�. In cases where this method was ap-
plied to liquid-liquid coexistence calculations, initial condi-
tions for integration were obtained from results of a Gibbs
ensemble simulation.

Varying the value of the parameter � changes, among
other things, the thickness of the soft repulsive shell sur-
rounding the hard spherical core of the potential. Similar to

Ref. �48�, we calculate an effective diameter �eff=	0
r0
1

−exp�−V�r� /kT��dr, see Ref. �49�, where r0 is the shortest
distance for which V�r0�=0. This �eff, and the sample num-
ber density 
 are used to define a volume fraction �
=�
�eff

3 /6.

RESULTS AND DISCUSSION

Liquid-liquid separation and the medium range repulsive
maximum

As a base case, we chose a system described by the �
potential with �=50. The phase diagram associated with this
typical short-range potential in Fig. 2�a� coincides with those
in the literature �32�. Introduction of a repulsive maximum in
the potential visibly changes both the liquidus �solubility�
and liquid-liquid coexistence curves, Figs. 2�a� and 2�b�. The
radial distribution function for the solid phase obtained with
the potential with a repulsive maximum, as in the base case,
indicates the expected fcc structure. The sensitivity of the
liquidus to temperature is reduced. The Gibbs-Helmholtz
equation for the liquid-solid equilibrium 
HL-S /kT2

=d ln KL-S /dT, with 
HL-S the enthalpy of the liquid-solid
transition �the latent heat of crystallization� and defining the
equilibrium constant for crystallization KL-S=�liquidus

−1 , be-
comes 
HL-S /kT2=−d ln �liquidus /dT. This equation shows
that the lower temperature sensitivity of the liquidus corre-
sponds to lower magnitude values of the crystallization en-
thalpy in the whole T range. Thus variations in solvent struc-
turing in solutions of different compositions and the related
variations in the intermolecular interaction potential might be
the reason for the broad variability of the protein crystalliza-
tion enthalpy even in cases where a protein crystallizing
from different solvents forms similar structures with similar
intermolecular contacts �50�.

Another observation from Figs. 2�a� and 2�b� is that with
the introduction of medium-range repulsion, “hump,” the
critical point for liquid-liquid coexistence is driven to lower
temperatures, i.e., the stability of the liquid-liquid separation

FIG. 1. Intermolecular potentials, with one or two extrema, constructed using Eq. �1� with �a� �=50: base case with �=0 �thick solid
line�, �=130 and r* /�=1.18 �thin solid line�, �=562 and r* /�=1.21 �thick dashed line�, �=355 and r* /�=1.18 �thin dashed line�, �=
−1000 and r* /�=1.25 �thick dash-dotted line�; �b� �=4.5 and �=0 �thick solid line�, �=1 and �=0 �thin solid line�; �=4.5, �=401.6, and
r* /�=1.5017 �thick dashed line�; �=1, �=147.4, and r* /�=1.7528 �thick dashed line�.
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is further reduced. The stability of the L-L coexistence has
been correlated with the characteristics of the interparticle
potential: for square-well potentials, the width of the attrac-
tive well is a direct predictor of this stability �43�. There is an
added complexity for systems with more developed poten-
tials, for which at least two spatial characteristics may be
defined. The width of attraction of a potential can be defined
as the difference of the distances at which the potential
equals half the attraction depth � /2. With this definition, the
width of attraction carries straightforward physical meaning
as a measure of the distance at which two approaching par-
ticles start to attract. An alternative characteristic, called
range of attraction, relies on the equation of the osmotic
second virial coefficient of the tested potential with the cor-
responding square-well potential �51�. Although the range is
indirect and temperature dependent, it is a more comprehen-
sive characteristic of the potential: it accounts for the details
of the potential shape �51�.

Comparing the potentials with and without a hump in Fig.
1�a�, we see that the hump leads to shrinking of the width of
attraction by �30%, from 0.0968 for the base-case � poten-
tial to 0.068 for the �=355 case. Since the range is evaluated
via B22, it depends on temperature. The ranges of the poten-
tials at the critical temperatures for L-L coexistence for the
systems without and with a hump are 0.074 and 0.035, i.e.,
the hump reduces the range by �2�. This is an example
where the range of attraction of a potential, which depends

on its specific shape, appears to be a more sensitive predictor
of the phase behavior than the width, which only character-
izes the attractive part. Another example, in which equal
widths and different ranges correspond to entirely different
phase diagrams, is provided below.

The lower sensitivity of the liquidus line to temperature
and the lower temperatures for liquid-liquid phase separation
are consistent with observations of the phase behavior of
solutions apoferritin and lumazine synthase: the solubilities
of the fcc crystals of apoferritin and the hexagonal crystals of
lumazine synthase do not depend on temperature �13,17�,
and no liquid-liquid separation is observed for either protein
at temperatures as low as −10 °C, below which the solution
freezes and the protein denatures. Apoferritin �point symme-
try group m3� and lumazine synthase �point symmetry group
532� molecules are nearly spherical and experiments have
shown that potentials of interactions between pairs of mol-
ecules of these proteins in solution should contain repulsive
maxima similar to those assumed in the simulations above
�10–12,17,44�.

Crystalline clusters in the liquid phases

In the cases where a potential with a repulsive maximum
was used in Gibbs ensemble simulations for temperatures
below the critical, convergence as judged by the equality of
the pressures and chemical potentials of the particles in the
two phases proceeded significantly slower. In some cases,
especially with higher repulsive maxima, even after up to
5 megacycles, the ranges of the intrinsic numerical fluctua-
tions of the pressure and chemical potential in the two phases
were only partially overlapping, with significant fluctuations
and no trend to further convergence. Although the volume
fractions at the ends of such runs were very close to other
runs with identical assumptions and shown in Fig. 2�b�, these
results were not plotted there.

To understand the fluctuations and the slight inconsistency
of the final volume fractions in some runs, we monitored the
phase variations, which take place in both the dilute and
dense liquid phases. In the dilute liquid phase, structured
aggregates, illustrated by the snapshot in Fig. 3�a�, often ap-
pear, and dissolve or destructure after a time. These clusters
appear in all runs, and because of their limited lifetime, they
do not affect the convergence of the simulation runs. The
system is at the low-density segment of the liquid-liquid co-
existence line, i.e., it is supersaturated with respect to the
crystalline phase, and we conclude that the structured aggre-
gates are subcritical crystalline clusters. It is tempting to
trace a similarity between these clusters and those predicted
and seen in Refs. �33–35�. However, the theoretically as-
sumed �34,35� and experimentally realized �33,34� source of
long-range repulsion is the electrostatic interaction, which
has a range comparable and longer than the particle diameter.
As Fig. 1�a� shows, the “hump” in our simulations extends to
only a fraction of that diameter. As a result, in a row of
particles the third particle would not feel the first in our
system, while for the published systems, even non-
neighboring particles would strongly interact. Thus it seems
that the mechanism of formation of clusters in our system is

FIG. 2. Liquid-solid and liquid-liquid coexistence associated
with the �=50 potentials shown in Fig. 1�a�. Open symbols denote
Gibbs-Duhem results, solid symbols—Gibbs ensemble results. �a�
liquid-solid and liquid-liquid coexistence lines for the base-case
with �=0 �squares�; liquid-solid equilibrium lines for �=562 and
r* /�=1.21 �triangles�. �b� Liquid-liquid coexistence lines for base
case with �=0 �squares�, �=130 and r* /�=1.18 �inverted tri-
angles�, �=355 and r* /�=1.18 �diamonds�. Different sized in-
verted triangles refer to different Gibbs ensemble runs.
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different form the elegant mechanism put forth in Ref. �25�
for systems with electrostatic double-layer repulsion. Since
the cluster formation seen in our simulations corresponds to
experimental observations �17,52�, this mechanism merits
detailed considerations.

In the dense liquid phase small crystallites like the one of
the Fig. 3�b� emerge and persist as the system evolves in
time only in the runs that failed to completely converge.
Visual inspection of snapshots such as these in Fig. 3�b�
revealed that the crystallites were typically more than one,
but the number of particles in them was always a fraction of
the total in the dense phase. Significantly, for the base-case
potential with �=0, such structured clusters were never ob-
served for simulation lengths even an order of magnitude
longer than specified in the Methods section.

For quantitative evidence for the presence of such crystal-
line clusters in the dense liquid phase, we carried out local
bond order analysis �53,54�. This type of analysis has two
important advantages: it is sensitive to the overall degree of
crystallinity, independent of a specific crystal structure, and
the bond-order parameters are insensitive to the cluster ori-
entation in the analyzed configuration. We calculated the
bond order parameters q� ��=2, 4, 6, 8, and 10� for each
particle in a simulation volume of interest, for definitions and
mathematical expressions of q�, see Refs. �53,54�. These q�

characterize the symmetry of the “bonds” between a particle
and its nearest neighbors; each q� has a range of typical
values for each of the symmetries of the environment of the
particle �53,54�. Thus the symmetries of the environments
are characterized by the sets of values of q�. Since the ranges
of values of q6 for disordered, hexagonal, face- and body-
centered-cubic environments have relatively low overlap,
this parameter is often used to distinguish between the dif-
ferent arrangements of spherical particles �54�. To enhance
the resolution between these ranges of q6, sometimes the
vector dot product q6�i� ·q6�j�, where i and j denote two
neighboring particles and the vector dot product is computed

following a somewhat complex rule, is used �54�. According
to its definition, the dot product q6�i� ·q6�j� is a complex
number. The distributions of Re�q6�i� ·q6�j�� and 
q6�i� ·q6�j�

are similar and we chose to plot the real part,
Re�q6�i� ·q6�j��, which in the text and figures below we de-
note as q6�i� ·q6�j�. Note that the values of Re�q6�i� ·q6�j��
can differ significantly from �q6�i��2.

In Fig. 4, we show the distributions of q6�i� and
q6�i� ·q6�j� over all particles in the dense liquid phase vol-
ume. While both distributions show maxima at values typical
for disordered phases �53,54�, both plots contain second
shoulders in the q6 range 0.5–0.7 and the q6�i� ·q6�j� range
0.2–0.4, which correspond to a significant number of par-
ticles in the fcc environments.

The appearance of crystalline aggregates only in the simu-
lations with a repulsive maximum is very interesting: we
note that both systems with and without a repulsive maxi-
mum are supersaturated with respect to the crystalline phase.
In such systems, structural fluctuations towards the stable
crystalline phase are always present. These fluctuations are
manifest in structured clusters of various sizes and, in gen-
eral, limited lifetimes. However, the repulsive maximum
likely affects the thermodynamics and kinetics of the evolu-
tion of the structured clusters. The shorter range of attraction
of the hump potential should correlate with a lower energy of

FIG. 3. Snapshots of the two coexisting dense liquid phases that
contain 256 particles each, interacting with potentials with �=355
and r* /�=1.18, at T=0.3� /k after 200 kilocycles of evolution. The
darker particles partake an ordered structure, whose upper layer
covers particles of the lower layers. In the dilute liquid in �a� these
structures are smaller and easily dissolve, while in the dense liquid
�b� they are more stable and usually grow.

FIG. 4. Local bond order analysis of �: dense liquid phase for
�=355 at �=0.53, see Fig. 2�b�; �: expanded solid phase at �
=0.59, see Fig. 5�a�; and �: dense solid phase at �=0.64, see Fig.
5�a�. �a� Distributions of values of the of the local bond order pa-
rameter q6 for these three systems; insets: values of parameters
q2–q10 averaged over entire systems containing expended and
dense solid phases. �b� Distributions of the values of the vector dot
product q6�i� ·q6�j� for two nearest-neighbor particles i and j in
these three systems.
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the unsaturated bonds on a cluster’s surface �a microscopic
equivalent to lower surface free energy �55��. This should
reduce the critical cluster size �55–57� and stabilize the clus-
ters, whose size is greater than this critical value. Further-
more, the repulsive maximum delays the decay of the struc-
ture fluctuations �the destructuring of the crystalline clusters�
by acting as an activation barrier for the detachment of each
particle from a cluster. Both of these phenomena increase the
lifetime of the structured clusters, their probability for
growth, and their average size. This hypothetical mechanism
deserves detailed further investigations that should address,
among other issues, the reasons why even when crystals
form, they do not capture the whole dense liquid. The con-
siderations above should only be viewed as an intuitive ex-
planation of some of the features observed in the simula-
tions.

Stable dense liquid and polymorphism

Hydration repulsion is only one of a number of possible
forces acting in aqueous solutions of biological macromol-
ecules. The combination of these may result in a secondary
minimum in the potential �3� such as the one depicted by the
dashed-dotted curve in Fig. 1�a�. Liquid-solid and liquid-
liquid coexistence curves corresponding to this potential are
presented in Fig. 5�a�. A number of interesting features stand
out. Most prominently, the liquid-liquid coexistence is now
stable and the likely reason for the increased stability of the

liquid-liquid separation is the increased range of attraction
for the potential with a secondary minimum. Indeed, the po-
tential with a second minimum tested in these simulations
has the same width of attraction=0.0968 as the base case �
potential, but its range at the critical temperature for L-L
coexistence expands almost twofold: from 0.074 for the base
case � potential to 0.152. This comparison provides an ex-
ample of the better predictive power of the potential range
than the potential width of attraction. This comparison also
shows that the phase behavior depends strongly on details of
the interaction potential, such as its shape. The stabilization
of the dense liquid observed in Fig. 5�a� suggests that some
of the numerous cases of “oiling out” observed in protein
solutions �58,59�, may in fact represent not metastable, but
stable dense liquid phase.

While for high temperatures the liquidus line in Fig. 5�a�
conforms to that of the base-case calculation, it deviates from
the base case, �=0, result at temperatures in the range
�1–0.45�� /k and ends at a triple point where it meets the
liquid-liquid curve. The solidus conforms to that of the base
case for temperatures down to T�15� /k �this temperature
range is above the one displayed in Fig. 5�a��, below which it
exhibits significantly lower densities than that of the base
case. At a temperature of T�0.57� /k this low-density phase
becomes unstable and transforms into another solid phase
with higher density, Fig. 5�a�, resulting in a solid-solid triple
point. At temperatures between 0.75� /k and 0.57� /k a solid-
solid coexistence with a critical point is observed. Similar
stable solid-solid transitions have been observed for other
systems with a narrow width of attraction that exhibit meta-
stable liquid-liquid transition �59,61�. The potential used
here, with a secondary minimum, which is characterized by
short width and longer range of attraction presents a rare
example of a system where both liquid-liquid and solid-solid
transitions are stable.

The radial distribution functions of the three solid phases,
shown in Fig. 5�b�, show that all of them have fcc structures.
However, the first peak for the two lower-density solid
phases consists of two partially overlapping peaks. The two
constituent peaks correspond to the two potential minima in
Fig. 1�a�, which may be occupied by the first nearest neigh-
bors, see similar behavior in Refs. �60,61�. Peaks that corre-
spond to farther nearest neighbors appear as smooth and
wide, since the two positions become indistinguishable. This
radial distribution function indicates that the lower-density
solids are partially disordered fcc crystals, in which a particle
can be in either of two positions with respect to its nearest
neighbors. The conclusion of the partially disordered fcc
structure of the expended solid phase is supported by the
bond-order distributions. The average values of the q�’s
��=2, 4, 6, 8, and 10� for both the expanded and dense solids
shown in the insets of Fig. 4�a� are typical of fcc symmetry
�53,54�. However, the distribution of q6�i� is broader and
shifted to lower values, characteristic of disordered phases;
this shift and broadening are even more apparent in the
q6�i� ·q6�j� distribution in Fig. 5�b�. Thus the transition from
an expanded to a high-density solid is a first-order phase
transition between two solids, in which all particles move to
the deepest minimum of interactions with their neighbors.

FIG. 5. �a� Liquid-solid �circles�, liquid-liquid �triangles�, and
solid-solid �triangles�, and solid-solid �diamonds� coexistence lines
for the case with a secondary minimum: �=−1000 and r* /�=1.25.
Open symbols denote Gibbs-Duhem results, solid symbols denote
Gibbs Ensemble results. �b� The radial distribution functions of the
three solid phases at temperature T=0.7� /k. The two expanded fcc
phases have almost identical plots.
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Metastability of the liquid-liquid coexistence

The metastability of the liquid-liquid coexistence has
been explained as a result of the short range of intermolecu-
lar attractive interactions. In the context of the � potentials,
there exists a critical ��4.5 below which the liquid-liquid
coexistence is stable while above this value metastability is
observed. In Fig. 6 we investigate the impact of adding a
local repulsive maximum to two different potentials whose
parameters differ by the value of �: �=4.5 in Fig. 6�a� is
sufficiently large for metastability, while �=1 in Fig. 6�b�
ensures stable liquid-liquid coexistence and a triple point. We
see that, as for �=50 above, in both cases with the introduc-
tion of a repulsive maximum, the liquidus line becomes less
sensitive to temperature, with particularly strong conse-
quences for the �=1, where at low temperatures the liquidus
is essentially vertical. The Gibbs-Helmholtz equation �see
above� indicates that in this case the enthalpy of solidifica-
tion effectively vanishes. The persistence of the Gibbs-
Duhem results for the liquid-solid equilibria down to very
low temperatures in Figs. 6�a� and 6�b� indicates that the
liquid-liquid equilibrium has been pushed to low tempera-
tures and is metastable.

These conclusions about the transition to metastability
and the disappearance of the triple point are supported by the
P�T� dependencies in Fig. 7. At very high temperatures,
where all systems behave like noninteracting hard spheres,
the scaled pressure P�3 /kT=11.696 �62� for all four cases.
The system with �=1 and �=0 exhibits a divergence of
ln�P� vs 1/T near the triple point, similar to that shown by
Lennard-Jones solid-liquid coexistence �46�, while the three
other systems show a continuous decrease of pressure with
decreasing temperature, supporting metastable liquid-liquid
coexistence and the lack of triple point. The system with �
=4.5 and �=0 shows a kink in the P�T� curve at a tempera-
ture where the volume fraction of the low-density liquid
phase rapidly decreases with decreasing temperature �ob-
serve open squares at kT /�=0.57 in Fig. 6�a��. Finally, the
Clapeyron equation, 
HL-S /T
�L-S=dP /dT �
�L-S is the
difference in volume fraction � between solid and liquid
phases� together with the vanishing slope of P�T� for �=1
with a repulsive maximum �diamonds in Fig. 7�, strongly
suggests, in agreement with the conclusion based on the
Gibbs-Helmholtz equation and the slope of the liquidus
above, that the enthalpy of crystallization is negligible in this
system.

CONCLUSIONS

The results presented here demonstrate that many of the
peculiarities of the phase behavior of protein solutions: meta-
stable dense liquid phases, highly variable temperature gap
between the solubility and the liquid-liquid coexistence
phase lines, lack of liquid-liquid separation in the tempera-
ture ranges of protein stability, highly variable in magnitude
enthalpies of formation of ordered solid phases, widely
spread polymorphism, etc., do not necessarily indicated po-
tentials with short width of attraction �31,63� or the lack of
spherical symmetry �18�. We show that these features of the
phase diagram may be consequences of an additional maxi-
mum or minimum in a spherically symmetric intermolecular
interaction potential. As shown in the literature, such addi-
tional maxima or minima are due to structuring of the water
and other solvent molecules at the surface of the protein
molecules.

We also show that a potential that is a realistic represen-
tation of the intermolecular interactions in protein solutions

FIG. 6. Temperature T–volume-fraction � phase diagrams for
�a� �=4.5. Liquid-solid and liquid-liquid coexistence lines for �
=0 �squares�; liquid-solid coexistence for �=401.6 and r* /�
=1.5017 �triangles�. �b� �=1. Liquid-solid and liquid-liquid coex-
istence lines for �=0 �circles�; liquid-solid coexistence for �
=147.4 and r* /�=1.7528 �diamonds�. Open symbols denote Gibbs-
Duhem results; solid symbols denote Gibbs ensemble results.

FIG. 7. Pressure P–temperature T plots corresponding to liquid-
solid coexistence for �=0: �=4.5 �squares� and �=1 �circles�, and
for ��0: �=4.5, �=401.6, r* /�=1.5017 �triangles�; �=1, �
=147.4, r* /�=1.7528 �diamonds�.
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may lead to a dense liquid stable with respect to a solid
phase. This result suggests that at least some of the numerous
dense liquids seen in protein solutions may be stable and not
metastable with respect to a solid phase.
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