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Low-pressure pulsed plasmas are widely used in various technological applications. Understanding of the
phenomena taking place in afterglow phase of the discharge makes possible the optimization of the operation
conditions and improvement of the technical parameters. At low pressure the electron component of the plasma
determines the main features of the discharge since its behavior dominates all other plasma properties. We
study the electron kinetics in a low-pressure afterglow plasma of an inductively coupled discharge by means of
a self-consistent model which uses the nonlocal kinetic approach. The main features of the model are given.
Special attention is paid to determination of the steady state of the discharge from which the decay of the
plasma begins. Emphasis is also put on the description of the collisional interaction between the electrons and
gas. Results of theoretical investigations for argon at a pressure of 2–4 Pa are presented. Calculated temporal
evolutions of the isotropic part of the electron velocity distribution function, electron density, mean electron
energy, and wall potential are discussed in comparison with experimental data.
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I. INTRODUCTION

In recent years nonisothermal plasmas have gained in im-
portance due to their intensive use as light sources and for
plasma processing. A high value of the electron mean energy,
in comparison with the mean energies of neutrals and ions,
gives the opportunity to initiate and control a variety of ra-
diation and chemical processes. Pulsed operation has at-
tracted special attention because pulse frequency, pulse form,
and duty cycle can be used as additional control parameters
to achieve specific plasma properties. The prediction of these
properties by plasma modeling is still difficult, in particular
in cases where the plasma-off duration is on the order of the
decay time of relevant excited species in the plasma. One
reason is that in these cases the time-averaged plasma prop-
erties are influenced to a large extent by complex particle
interaction and redistribution processes not only in the ac-
tive, but also in the afterglow phase. Therefore, plasma mod-
els have to be based on a detailed time-dependent treatment
of the electron kinetics in the active as well as in the
afterglow phase.

A large number of publications are devoted to a deeper
understanding of the processes which govern the afterglow
plasma, especially the relaxation processes of the electron
energy. At sufficiently high gas pressure the collisions be-
tween electrons and neutral particles constitute the dominant
energy loss process. Ionization of the long-living excited par-
ticles �i.e., metastable states� produces electrons with a high
energy. However, both processes become negligible when
the gas pressure is reduced down to few Pa. In contrast to
this, the losses of the charge carriers due to ambipolar diffu-

sion toward the walls become the most important processes
for the energy balance of electrons. At low pressure, when
the characteristic length of the energy relaxation due to the
collision processes is larger than the plasma size, the elec-
trons essentially conserve their total energy during the move-
ment inside the plasma. Therefore, only the electrons with
total energies exceeding the wall potential can reach the
walls and recombine there. As a consequence, the electrons
with high energy leave the plasma and the mean electron
energy diminishes. This effect was first described in 1954 by
Biondi �1� and denoted as “diffusive cooling.” First investi-
gations of this process have been performed by experiments
�2,3� and by models �4,5� based on an analytical solution of
the electron Boltzmann equation. Probe measurements in
rare-gas plasmas �6–13� have shown different temporal be-
haviors of the electron density and mean electron energy in
the afterglow phase. As investigations �6� indicate, at a pres-
sure under 100 Pa the electron mean energy in the afterglow
can decrease below the gas temperature due to the action of
diffusive cooling. The investigations at higher pressures were
focused on the influence of chemo-ionization processes
�7–11,14� and their influence on the discharge reignition
�15�.

Different theoretical approaches have been used for inves-
tigations of afterglow phenomena. Simple models �7,8,11,13�
include the solution of the electron energy balance coupled
to approximations for ambipolar diffusion, energy losses in
collisional processes, and energy gain due to chemo-
ionization processes. The electron velocity distribution is ob-
tained either from the solution of a drastically simplified ki-
netic equation �7,8� or by consideration of a Maxwellian
distribution that is cut above the energy corresponding to the
wall potential �11,13�. These models give an approximate
description of the temporal evolutions of the energy losses of
electrons due to ambipolar diffusion and of the electron tem-*Electronic address: gorchakov@inp-greifswald.de
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perature and of the wall potential during the afterglow in rare
gas plasmas �Kr �7�, Xe �8�, He and Ne �11�, Ar �13��, and
allow a rough verification of measurements of the electron
velocity distribution function �11,13�. However, such models
require verification by a strict treatment of the time- and
space-dependent electron kinetics and are not suitable for the
description of both active and remote phases of pulsed plas-
mas.

Hydrodynamic models which avoid the kinetic descrip-
tion of the electron component are widely used for the de-
scription of pulsed plasmas �16–20�. Multidimensional mod-
els have been developed for the description of sheath
dynamics in rf discharges �21� and inductively coupled dis-
charges �22�; two- and three-dimensional �2D and 3D� mod-
els for the analysis of the plasma properties in inductively
coupled plasma �ICP� reactors �23,24� are available. How-
ever, in these works less attention was paid to a detailed
analysis of the electron component and to the afterglow be-
havior of the plasma.

In general, the determination of the electron velocity dis-
tribution function in afterglow plasmas requires the solution
of the adequate time-dependent kinetic equation including
the processes of electron-electron interaction �Coulomb col-
lisions� as well as a treatment of the space-charge confine-
ment, diffusive cooling, and the variety of collisional pro-
cesses between electrons and various heavy particles. The
solution of this complex problem is still unavailable. First
attempts �25,26� were focused on the solution of the station-
ary kinetic equation with inclusion of Coulomb collisions for
specified instants in the late afterglow. An Ar-N2 discharge
was described in Ref. �25�, neglecting the process of ambi-
polar diffusion. In Ref. �26� the so-called “nonlocal ap-
proach” �27� for the kinetic equation was used, taking into
account the ambipolar diffusion. Diffusive cooling was de-
scribed by solving an inhomogeneous Boltzmann equation in
the high-energy range.

In low-pressure plasmas the kinetics of the electrons
shows a pronounced nonlocal character �28–30�. Therefore,
the kinetic equation must include the space-dependent terms.
In the first approximation this could be done by use of the
nonlocal approach �27�.

The first strict treatment of the diffusive cooling process
for low-pressure afterglow plasma has been performed in the
work of Arslanbekov et al. �31�. For a low-pressure model
plasma the time- and space-dependent kinetic equation was
solved applying the nonlocal approach. The model took into
account the outflux of the electrons with energies higher than
the wall potential and, hence, the diffusive cooling process.
Special attention was paid to the electron-electron interac-
tion, which is the only process acting against the diffusive
cooling at pressures of several Pa. The temporal evolution of
the wall potential was obtained using simplified balances for
the charge carriers and assuming a fixed potential profile.
The method presented in Ref. �31� gave a qualitative picture
of the interaction between electron-electron collisions and
diffusive cooling in low-pressure decaying plasmas. How-
ever, the model had limitations for the investigations of real
plasmas, since it started with a Maxwellian distribution and
neglected the collisional interaction between the electrons
and gas. Such an interaction, especially the production of

high-energy electrons due to stepwise and chemo-ionization,
is of great importance when the pressure is increased up to
100 Pa. Therefore, an appropriate extension of this model is
necessary to treat a real gas discharge situation.

In the framework of the present paper the early
afterglow—i.e., the range of few microseconds after switch-
ing off the power input—in an argon plasma at pressures of
few Pa is studied. As an example, an inductively coupled
discharge in a cylindrical vessel of few cm height is consid-
ered. The study focuses on the electron kinetic behavior
which dominates all other plasma properties under these con-
ditions. Special attention is paid to inclusion of the colli-
sional interaction between electrons and the gas and of the
chemo-ionization processes. In contrast to other works
�13,31�, where a Maxwellian distribution was chosen as a
starting situation, the description of the afterglow starts from
a steady-state solution of the whole equation system for the
active discharge phase considering a spatially homogeneous
azimuthal rf field. For the verification of the model a detailed
comparison with Langmuir probe measurements is
performed.

The applied methods for the self-consistent plasma
description are presented in Sec. II. First results are dis-
cussed in Sec. III.

II. BASIC FEATURES OF THE MODEL

Figure 1 presents the discharge geometry considered in
the model, which emulates the dimensions of the experimen-
tal setup used for the probe measurements �13�. A diffusive
plasma is confined between relatively large dielectric or
floating metal disks with a diameter of 28 cm in a distance d

of 4–10 cm. The plasma is produced by an rf field E� w which
acts in the azimuthal direction at a field frequency of
13.56 MHz. In contrast to the real experiments, the discharge
is assumed to be axially symmetric and spatially homoge-
neous in radial ��� and azimuthal ��� directions. The spatial
dependence is reduced to the treatment of the plasma con-
finement by the time-dependent space-charge potential
V�z , t� in the axial �z� direction. This is a good approximation
for the situations of the experiments reported here, since the
large aspect ratio �radius:height� considered here causes the
spatial transport in axial direction to dominate over that in
radial direction.

The model for the investigations of the temporal decay in
the afterglow plasma consists of the time- and space-

FIG. 1. Discharge geometry considered in the model.
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dependent electron kinetic equation and of a simplified
model for determination of the axial space-charge potential.

The collisional model for argon distinguishes five states
within argon energy levels: the ground-state Ar�1p0�, three
lumped excited states—i.e., metastable state Ar�m�, resonant
state Ar�r�, and excited state Ar���, which includes ten 2p
levels of argon, and the Ar+ ion in the ground state. Since the
early afterglow is considered, the densities are assumed to be
time independent. The density of the ground-state atoms is
also assumed to be space independent, while the fixed axial
profiles are used for the excited-state densities. The axis val-
ues of the densities of the excited states have been estimated
from experimental data of Ref. �32� where the discharge at
similar conditions was studied.

Details of the basic equations, the atomic data, and the
solution method used are given in the following subsections.

A. Time-dependent electron Boltzmann equation

The electron kinetics is determined by the time- and
space-dependent Boltzmann equation

�F

�t
+ v� · �� r�F −

e0

me
E� · �� v�F = Cel�F� + Cin�F� + Cee�F� + Cch

�1�

for the velocity distribution function F�r� ,v� , t� for the elec-
trons with charge −e0 and mass me. The right-hand side of
Eq. �1� includes collision integrals for various elastic Cel,
inelastic Cin, and electron-electron Cee collisions and chemo-
ionization Cch. Taking into account the radial and azimuthal
homogeneity of the plasma two components of the electric

field have to be considered: E� =Ew�t� ·e��+Ez�z , t� ·e�z, the
heating azimuthal rf field Ew�t�, and confining axial space-
charge field Ez�z , t�.

According to the specific symmetry of the plasma the ve-
locity distribution can be presented by the two-term expan-
sion

F�z,u,
v�

v
,t� =

1

2�
�me

2
�3/2� f̂0�z,u,t� + f̂��z,u,t�

v�

v

+ f̂ z�z,u,t�
vz

v
� �2�

in spherical harmonics, where f̂0, f̂�, and f̂ z are the isotropic
distribution and the azimuthal and axial components of the
vectorial anisotropic part of the distribution, u=mev2 /2 is the
kinetic energy, and z denotes the axial coordinate. The dis-
cussion of limitations of the two-term approximation of elec-
tron kinetic theory presented recently in Ref. �33� shows that
this theory works well for the parameter range studied. After
the substitution of expansion �2�, the kinetic equation �1� is
transformed into a system of equations for the expansion

coefficients f̂0, f̂�, and f̂ z.
Since the plasma confinement in one spatial direction is

considered, it is convenient to transform the equation system
to a total energy � which is the sum of kinetic energy u and
the potential energy w�z , t�=−e0V�z , t� in the axial space-

charge field E�z , t�=−dV�z , t� /dz according to

f̃ x�z,�,t� = f̂ x„z,u�z,��,t…, x = 0,z,� . �3�

When the plasma of a low-pressure discharge is considered,
the collisional interaction of the electron component with the
gas atoms is weak. The electrons move in the plasma with
nearly constant total energy �. Under these conditions the
so-called nonlocal approach can be applied for the descrip-
tion of the electron kinetic behavior �27,34�. In the frame of
the nonlocal approach the axial dependence of the isotropic
distribution as a function of the total energy is neglected; i.e.,
the assumption

f̃0�z,�,t� = f0��,t� + f̃0
�1��z,�,t� 	 f0��,t� �4�

is adopted. This corresponds with the assumption that f̃ z goes
to zero. Finally, after elimination of the f� component, the
equation for distribution function f0��� is obtained by inte-
grating at fixed total energy � the kinetic equation over the
relevant area of the plasma cross section in the �z ,�� space
according to

1

ze



0

z���

�kinetic equation�dz , �5�

with

z��� = 
z with � = w�z� for 0 � � � w�ze� ,

ze for w�ze� � � ,
� �6�

where ze denotes the axial size of the plasma measured from
the center—i.e., the half of the distance between the metal
disks �d=2ze�. After all transformations the simplified kinetic
equation takes the form

�me

2
�B̂

�f0

�t
+ Ĉ

�f0

��
� + Lwf0 −

�

��
�D̂

�f0

��
� −

�

��
�Ĝf0� + Ĥf0

− Y
�

���2

3�
0

�

Âf0d�� + Â

�

�

f0d��� �f0

��

+ f0

0

�

B̂f0d��� = Ŝ0 + Ŝc, �7�

with the coefficients

Â��� =
1

ze



0

z���

u3/2dz , �8a�

B̂��� =
1

ze



0

z���

u1/2dz , �8b�

Ĉ��� =
1

ze



0

z���

u1/2�w

�t
dz , �8c�

Ĝ��� =
1

ze



0

z���

u2��
k

2me

Mk
Nk�z�Qk

m�u��dz , �8d�
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D̂��� =
�e0Ew�2

3ze



0

z��� u2�t

u�t
2 + �2�	rf�2dz + kTgĜ , �8e�

Ĥ��� =
1

ze



0

z���

u�indz , �8f�

Lw��� = �0 for � � w�ze� ,

1 − 


1 + 


u

2ze
for � � w�ze� , � �8g�

Ŝ0��, f0� = �
i
� 1

ze



0

z���

�u + Ui
in�Ni�z�Qi

in�u + Ui
in�dz� f0��

+ Ui
in� + 4�

j

1

ze



0

z���

�2u + Uj
io�Nj�z�Qj

io�2u

+ Uj
io�f0�� + u + Uj

io�dz , �8h�

Ŝc��� =�me

2 �
l

�
k

1

ze



0

z���

zl,k
chNl�z�Nk�z�u1/2Pl,k�u�dz ,

�8i�

where

�in�z,u� = �
i

Ni�z�Qi
in�u� + �

j

Nj�z�Qj
io�u� , �9�

�t�z,u� = �in�z,u� + �
k

Nk�z�Qk
m�u� , �10�

u�z,�� = � − w�z,t� , �11�

Qm
k denotes the cross section for momentum transfer in elas-

tic collisions, Qi
in and Qj

io are the total cross sections of the
inelastic and ionizing collision processes, and Ui

in and Uj
io the

corresponding energy losses. The model considers the colli-
sional interaction of the electrons with atoms of densities
Nl�z� and mass Ml presented in the collisional integrals. The
quantity Y in the Fokker-Planck term is given by the expres-
sion

Y =
e0

4

8��0
2 ln 
, 
 =

8�

e0
3 �2�0

3ue
3�0�

3ne�0�
, �12�

where ne�0� and ue�0� denote the density and mean energy of
electrons at the discharge center and �0 is the permittivity of
the free space. The in-scattering probability of the electrons,
produced by chemo-ionization process Pl,k�u�, is given by

Pl,k�u� =
3

4

1

uw
l,ku1/2�1 − �u − uc

l,k

uw
l,k �2� , �13�

where uc
l,k and uw

l,k characterize the center and width of the
in-scattering profile in energy space.

The wall losses of electrons are treated by a loss term Lw
which vanishes for total energies smaller than the potential
energy corresponding to the space-charge potential at the
wall. The expression for the loss term is derived from the

consideration of the global electron particle balance which is
obtained from an integration of the Boltzmann equation. The
electron loss in the z direction is determined by the aniso-
tropy component fz of the electron distribution function. Af-
ter averaging over the z direction according to Eq. �5� this
balance becomes

��ne�
�t

+
jz�ze�

ze
= Pio, �14�

with

jz�ze� =
1

3
� 2

me



w�ze�

�

fz���ud� , �15�

Pio =
1

ze

� 2

me



0

� ��
j



0

z���

uNjQj
iodz� f0�n,t�d�

+� 2

me



0

�

Ŝc��,t�d� . �16�

Here jz�ze� denotes the current density at the wall and Pio is
the ionization rate. A boundary condition corresponding to
Eq. �21b� in Ref. �35� is used to relate fz to f0 in front of the
wall. The assumption of a thin collisionless sheath is avoided
here by resolving potential distribution in the sheath accord-
ing to an appropriate model potential �see Sec. II C�. Con-
sidering electron reflection at the wall with a coefficient 

results in the relation

fz�����z=ze
=

3

2

1 − 


1 + 

f0„� � w�ze�… . �17�

Correspondingly, Lw gets the form given in Eq. �8g�. In
present calculations we assume 
 to equal 0.5.

The term with the coefficient D̂ �see Eq. �8f�� treats the
power input in the kinetic equation due to an electric field
�first term Eq. �8f�� and collisions with gas atoms �second
term in Eq. �8f��. The field heating is considered in the active
phase of the discharge and vanishes in the afterglow phase.
For the description of an inductive heating by an azimuthal rf
field, for simplicity, the high-frequency approach �36–38�
considering a spatially homogeneous field with frequency 	rf
and amplitude Ew has been applied. This approach assumes
that the isotropic component of the electron velocity distri-
bution function is almost constant in time during the rf pe-
riod and the corresponding anisotropic component �here the
azimuthal one� changes with the rf field with a certain phase
shift. Such an approach is applicable for the rf field fre-
quency of 13.56 MHz at few Pa argon pressure.

B. Electron and heavy-particle collision data

The set of electron–heavy-particle collisions has been se-
lected from the literature. The data for excitation processes
among the argon states have been compiled from the data set
of Zeman et al. �39,40�, obtained with the Breit-Pauli
R-matrix method. This cross-section set coinsides well with
recent experimental data for individual excitation in argon of
Boffard et al. �41� and reproduces the experimental total ex-
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citation cross section of Schaper and Scheibner �42�. The
cross sections for deexcitation have been obtained according
to the principle of detailed balancing. The cross section of
direct ionization of argon atoms is taken from Ref. �43�.
Those for stepwise ionization have been calculated according
to the Deutsch-Märk formalism �44� which could be easily
extended for determination of cross sections for individual
argon states due to its simplicity. The data for elastic colli-
sion process for argon are taken from Ref. �45�.

In the pressure range of 1–100 Pa chemo-ionization
could become one of the most important processes of elec-
tron production. Moreover, chemo-ionization is a source of
the electrons with a high energy and, therefore, acts against
the diffusive cooling of the electron gas. The contribution of
this process to the electron particle and energy balances is
proportional to the densities of colliding particles. Therefore,
the ionizing collisions between the most populated excited
argon levels Ar�m� and Ar�r� were taken into account. The
rate coefficients zl,k

ch �l ,k=1,2� are estimated according to
Ref. �46�. The energy distribution of the in-scattered elec-
trons is assumed to have a Gaussian shape �see Eq. �13��
with a width uw

l,k of 1.5 eV. Following the experimental re-
sults �10,47�, the center of a Gauss profile is chosen to be
equal to the energy uc

l,k=U1
ex+U2

ex−Uio, where Ui
ex and Uio

denote the excitation and ionization thresholds of colliding
particles.

C. Description of the space-charge potential

The model includes a simplified description of the space-
charge potential. The polynomial representation

V�z,t� = V0�t��0.7� z

ze
�2

+ 0.3� z

ze
�12� �18�

is used for simplicity with the fixed coefficients 0.7 and 0.3.
Such a model potential corresponds sufficiently well to the
results of self-consistent calculations and measurements in
space-charge confined plasmas at low pressure �see, e.g.,
Refs. �48–52��. Notice that the collapse of the wall potential
in a decaying plasma can lead to changes in the radial profile
of the potential. However, such changes are expected to be
significant in the late afterglow only. On the other hand, as
long as the nonlocal kinetic approach is assumed to be valid,
the shape of the potential is of minor importance, since an
averaging procedure over the space is applied.

As in Ref. �13�, the ion flux is determined by considering
an appropriate diffusion length 
 and ambipolar diffusion
coefficient Damb=Di+Debi /be and assuming a cosine form
for the axial density profile of the argon ions ni�z�
=ni�0�cos�z /
�. The diffusion coefficient for argon ions is
determined using the Einstein relation and temperature-
dependent mobility of argon ions bi. The electron transport
coefficients are determined for each time step from the iso-
tropic distribution according to

be�z,t� =
1

3

1

ne�z�
� 2

me



�=w�z�

� 1

�t

�f0��,t�
��

ud� , �19�

De�z,t� =
1

3

1

ne�z�
� 2

me



�=w�z�

� 1

�t
f0��,t�ud� . �20�

For the determination of the ambipolar diffusion coefficient
the values of the electron transport coefficients at the wall
have been used. Neglecting the distortion of quasineutrality
the drop of the ion density can be written as

dni

dt
= Pio − ne�0�

Damb


2 . �21�

The ionization rate Pio is given by Eq. �16�. Following Refs.
�13,53� the diffusion length is determined from an assump-
tion that the density profile produces a diffusion flux
�i= �−Damb�n�s at the sheath boundary that matches the
Bohm flux ns

�2ue /3Mi. The subscript s indicates the density
and gradient at the boundary of the sheath that is assumed to
be of negligible thickness. This consideration leads to fol-
lowing transcendental equation for 
:

tan� ze



� =� 2ue

3Mi




Damb
. �22�

The value of the wall potential V0 is finally determined for
every time step by repeating the electron kinetic and the ion
flux description for varying potential until electron and ion
particle fluxes to the wall are equal—i.e., neglecting possible
small deviations from the ambipolarity in the time evolution:

ne�0�
Damb


2 =
jz�ze�

ze
=� 2

me



w�ze�

�

Lwf0d� . �23�

D. Solution approach

The description of the decaying plasma is separated into
two tasks: �i� determination of the steady-state discharge pa-
rameters and �ii� the afterglow from this state. Figure 2
shows the scheme of the solution approach for the determi-
nation of the steady-state plasma parameters. The calcula-
tions start with given experimental electron density and first
estimates for the rf field amplitude and the wall potential.
Two enclosed iterative cycles which are necessary to take
into account the backscattering term S0�� , f0� and the terms
describing electron-electron interaction analogous to �54�
provide the solution for the electron Boltzmann equation. A
specific method introducing a control parameter ue into the
Fokker-Planck term as described in �54� is applied to provide
the fulfilment of the electron power balance. With the result-
ing distribution function the transport coefficients according
to Eqs. �19� and �20� are calculated and used to determine the
ambipolar diffusion coefficient Damb. The new amplitude of
the rf field is chosen in such a way that the the mean ioniza-
tion rate Pio compensates for the ambipolar loss of the elec-
trons. After checking the compensation of the ion flux to the
wall by the electron flux calculated according to Eq. �23�, the
new value of the wall potential that leads to this compensa-
tion is estimated. The solution procedure iterates until a
steady state of all parameters and the fulfillment of all men-
tioned balances is reached.
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A similar solution approach is used to describe the decay-
ing plasma. The afterglow starts with switching off the rf
field within a certain time period. The electron density is
now determined from the temporal evolution of the isotropic
distribution. For each time step the rf field amplitude is
given. Starting with an estimated value of the space-charge
potential the linearized electron kinetic equation is solved.
The stabilizing effect of the time derivative of the disctribu-
tion function leads to a sufficient fulfillment of the electron
power balance without using a specific control method for
the treatment of the Fokker-Planck term �cycle over ue in
Fig. 2�. With the resulting distribution function the transport
coefficients and the particle wall losses of the electrons are
calculated. These data are used then to determine a new
value of the wall potential which should lead to compensa-
tion of the electron and ion fluxes at the wall. The time step
solution is finished when such compensation is reached. The
check of the electron particle and power balances as well as
the relative changes of the distribution function over one
time step are used after a couple of time steps for estimation
of a new time step duration.

III. RESULTS AND DISCUSSION

In order to compare the results of calculations with the
experiments two parameter sets which are characterized by
different gas pressures and geometries have been used. Set A
has a gas pressure of 2 Pa and the distance between the disks
d of 10 cm �ze=5 cm�. The pressure of 4 Pa and the separa-
tion of 4 cm �ze=2 cm� are further denoted as parameter set
B. Experimental results for set A were published in Ref. �13�;
corresponding results for set B have been obtained in recent
measurements in the same experimental setup as used in
�13�. For details of the experimental setup and the measure-
ment procedure, the reader is referred to Ref. �13�.

Figure 3 shows the calculated temporal evolution of the
isotropic distribution during the first 30 �s in the afterglow
for set A. The afterglow studies start at t=0 �s from the
steady state. The decay is forced by switching off the electric
field from the value of about 0.74 V/cm �steady-state solu-
tion for given ne=2.5�1010 cm−3� to zero. The decay time
of the rf power was measured from the experimental setup
used. The steady-state distribution shows a pronounced non-
Maxwellian structure. The peak in the energy region between
0 and 5 eV results from the Ramsauer effect in argon en-
hanced by a specific heating of the electrons by a rf field
where the electrons with a low energy gain less energy from
the field. The depletion of the isotropic distribution at the
energies higher than 15 eV in steady state results not only
from energy loss in inelastic electron-atom collisions with
the Ar ground state, but also from the action of diffusive
cooling. The energy at which the change of the slope of the
distribution function occurs corresponds to the wall potential
�shown in the figure by arrows�, which is equal to 15.1 V at
this instant �see Fig. 4�. The decay of the wall potential with
time causes a shift of this specific energy towards lower en-
ergies. For example, at t=10 �s the potential is about 6 V
and the change of the distribution slope also takes place
around 6 eV. Notice that at this instant the electrons do not
reach sufficient energy for inelastic collisions with Ar ground
state which dominate at low pressure �the first threshold is
around 11.55 eV�, and only the electron wall loss is respon-
sible for the diminishing population of electrons at higher
energies. The electrons which have an energy higher than

FIG. 2. The algorithm for determination of the steady-state
plasma parameters.

FIG. 3. Temporal evolution of the isotropic distribution f0�� , t�
in the discharge center �z=0� during the early afterglow for set A.
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eV0 escape from the plasma and recombine at the wall. In
this way the high-energy part of the isotropic distribution
undergoes strong depletion in contrast to the energy range
below eV0. The population of this energy domain remains
nearly unchanged until t=12 �s. Further temporal evolution
of the distribution function is accompanied by a remarkable
increase of the population in the low-energy region. There-
fore, the electron density drops by only the factor of 2.5
during the first 30 �s in the afterglow �see Fig. 4�, starting
from the steady-state value of about 2.5�1010 cm−3. The
depletion of the high-energy part of the distribution function
causes a decrease of the mean energy from about 5 eV in the
steady state to about 1.1 eV at t=30 �s. Thus, the mean
electron energy in the afterglow plasma diminishes faster
than the electron density.

The turnoff of the rf electric field causes a redistribution
of the power input and gain processes. Three kinds of pro-
cesses are responsible for the production of high-energy elec-
trons in the afterglow. �i� Superelastic collisions with excited
atoms lead to the appearance of a group of high-energy elec-
trons. This group is expected to influence the population of
the electron distribution in argon around 11.55 eV. �ii�
Chemo-ionization processes cause an enrichment of the dis-
tribution function nearby the characteristic energy equal to
the difference between the sum of excitation thresholds of
colliding particles and the ionization threshold �in argon
around 7.3 eV�. Due to the low density of excited argon
atoms in the considered pressure range, these two kinds of
processes have an insignificant influence on the plasma char-
acteristics only. �iii� The electron-electron interaction forces
a redistribution of the energy inside the electron ensemble,
leading to a growth of the distribution function at high ener-
gies. The impact of the e-e interaction on the temporal evo-
lution of the isotropic distribution during the first 10 �s in
the afterglow is illustrated in Fig. 5. The calculated electron
distribution functions almost coincide at steady-state condi-
tions. However, in the afterglow phase a steeper drop of the
high-energy part of f0�� , t� occurs when Coulomb collisions
are neglected. The wall potential in the case with an electron-
electron interaction diminishes faster due to a higher value of
the ionization rate �Eq. �18�� and, hence, higher values of the

fluxes of the charge particles which should be compensated
by the potential drop.

A similar behavior of the plasma properties has been ob-
tained from the calculations for a discharge at 4 Pa and a
disk distance of 4 cm �set B�.

Figure 6 demonstrates a comparison between the calcu-
lated temporal evolutions of the isotropic distribution and
results of Langmuir probe measurements for both geom-

FIG. 4. Decay of the wall potential V0�t� and the axis values of
the electron density ne�t� and mean electron density ue�t� for set A.

FIG. 5. Comparison between the calculated evolutions of the
isotropic distribution f0�� , t� with �solid lines� and without �dashed
lines� inclusion of electron-electron collisions for set A.

FIG. 6. Comparison between the calculated �solid lines� and
measured �dashed lines� evolutions of the isotropic distribution
f0�� , t� for set A �a� and set B �b�.
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etries. Good agreement between the respective data is ob-
tained for the considered parameter range. The discrepancies
at energies below 2 eV can originate from simplifications
made in the model as well as from difficulties of determina-
tion of the space-charge potential in the probe measurements.
In addition, the assumption of the radial homogeneity of the
plasma is not fulfilled in the experiments. Especially in the
case with smaller axial distance �set B� the discharge shows
a more pronounced radial structure �32,55,56�.

The measured and calculated temporal evolutions of the
wall potential at the two discharge conditions are compared
in Fig. 7. Because of the weak collisional interaction for the
conditions under consideration, a slower decrease of the wall
potential at higher pressure should be expected �13�. How-
ever, the smaller height of the plasma leads to enhanced am-
bipolar losses; therefore, the potential decay occurs faster for
set B despite the higher pressure. The results of calculations
are in good qualitative agreement with experimental data.
The differences in the quantitative description arise probably
from the simplified model for the determination of the wall
potential.

The evolutions of the calculated and measured electron
densities and mean electron energies are shown in Figs. 8
and 9, respectively. Generally, reasonable agreement for the
tendencies as well as for the absolute values has been ob-
tained. Calculated absolute values of the electron densities
are lower than those from the probe measurements. A stron-
ger decrease of the electron density in the case of set B
during the first 15 �s is caused by the higher loss frequency
due to the ambipolar diffusion. After this instant the decay of
the wall potential occurs slower. This leads to a stabilization
of the number of the electrons which are able to reach the
wall and recombine there. Therefore, the electron density
decay rate also decreases in particular at higher pressure.

The calculated decay of the mean electron energy shows
similar tendencies as the density. However, the mean elec-
tron energy in the afterglow plasma diminishes much faster
than the electron density. As was already mentioned above in
case A the mean electron energy drops by about factor of 5.
In the case of set B the value of the mean energy decreases
even by factor of 30. The steady-state electron density ex-

ceeds the density at 30 �s by a factor of 2 in the case of set
A and by factor 3 in the case of set B.

IV. SUMMARY

A self-consistent model based on the nonlocal kinetic ap-
proach of the electron component has been applied to study
the afterglow plasma in a low-pressure argon discharge in the
pressure range 2–4 Pa. The model includes a description of
the steady-state plasma parameters and takes into account the
complex collisional interaction in plasma. The calculated
temporal evolutions of the isotropic distribution, density, and
mean electron energy of electrons as well as of the wall
potential have been compared with the results of Langmuir
probe measurements. Good agreement between these data is
found. The model predicts that the mean electron energy in
the afterglow plasma decreases faster than the electron
density.

FIG. 7. Temporal behavior of the wall potential V0 at different
pressures and electrode distances. Solid lines: calculations. Dashed
lines: measurements.

FIG. 8. Comparison between the calculated �solid lines� and
measured �dashed lines� evolutions of the electron density in depen-
dence on the gas pressure and discharge geometry.

FIG. 9. Comparison between the calculated �solid lines� and
measured �dashed lines� evolutions of the mean electron energy at
different gas pressures and discharge geometries.
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Extensions of the model concerning a more detailed treat-
ment of the space-charge confinement and of the excited
plasma species are planned for future work. This should
expand the applicable range of the model towards higher
pressures.
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