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Ion exchange phase transitions in water-filled channels with charged walls
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Ion transport through narrow water-filled channels is impeded by a high electrostatic barrier. The latter
originates from the large ratio of the dielectric constants of the water and the surrounding media. We show that
“doping,” i.e., immobile charges attached to the walls of the channel, substantially reduces the barrier. This
explains why most of the biological ion channels are “doped.” We show that at rather generic conditions the
channels may undergo ion exchange phase transitions (typically of the first order). Upon such a transition a
finite latent concentration of ions may either enter or leave the channel, or be exchanged between the ions of
different valences. We discuss possible implications of these transitions for the Ca-vs-Na selectivity of bio-
logical Ca channels. We also show that transport of divalent Ca ions is assisted by their fractionalization into

two separate excitations.
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INTRODUCTION

Protein ion channels functioning in biological lipid mem-
branes are a major frontier of biophysics [1-8]. An ion chan-
nel can be inserted in an artificial membrane in vitro and
studied with physical methods, for example, by measuring
current-voltage characteristics of a water-filled channel con-
necting two water reservoirs (Fig. 1) as function of concen-
tration of various salts in the bulk of the solution. Challeng-
ing physics of the channel emerges from the high ratio of the
dielectric constants of water «; =80 and the surrounding lip-
ids x,=2. Of course, water is separated from the lipid by a
relatively thin protein cylinder, which has hydrophilic inter-
nal (facing water) layer and hydrophobic external (facing
lipid) layer. The latter one can be described by the same
dielectric constant as the lipid. Levitt [9] estimated that the
hydrophilic layer has a width 0.2 nm and a dielectric con-
stant 10, and suggested to think of this layer as an additional
0.1 nm layer of water. This approach was verified by Jordan
[10]. In this paper we assume that following Levitt this hy-
drophilic layer is already included in the effective radius of
the water-filled channel a.

Because of large difference in dielectric constants of wa-
ter and lipid a neutral channel creates a high electrostatic
self-energy dielectric barrier for ion transport [4,9,11,12] (see
explanation below). This dielectric barrier for a narrow chan-
nel significantly exceeds kT and leads to exponentially large
Ohmic resistance of ion channels. Therefore, biological evo-
lution used several mechanisms in order to compensate the
dielectric barriers [2-4,6—8,13—15]. It is a fascinating prob-
lem to understand these mechanisms. This understanding not
only reveals how biological channels work in biological con-
ditions, but also predicts what happens when one works with
concentrations of salt far from biological, modifies a channel
by protein mutations [16], changes charge of the lipids [17],
threads a single stranded DNA molecule through an ion
channel [18], or synthesizes a new channel [19]. In these
situations channels are not under control of evolution, so
their dielectric barriers can be substantial and tunable in ex-
periment say by changing concentration of salt.
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In two recent publications [13,14] our group studied two
mechanisms of the dielectric barrier compensation based on
the Coulomb interaction between free ions. At a large salt
concentration in the surrounding water the barrier can be
suppressed due to screening by salt. However, this effect is
proportional to the fourth power of the channel radius, and is
therefore weak for narrow biological channels at the biologi-
cal salt concentrations [13]. As a result, at the ambient salt
concentrations even the screened dielectric barrier would be
larger than kpgT.

What seems to be often the “mechanism of choice” in
narrow protein channels is “doping.” Namely, there are a
number of amino acids containing charged radicals. Amino
acids with, say, negative charge are placed along the inner
walls of the channels. The static charged radicals are neutral-
ized by the mobile cations coming from the water solution.
This provides necessary high concentration of mobile ions
within the channel to suppress the barrier [14].

Similar physics is at work in some semiconductor de-
vices. For example, water-filled nanopores are studied in sili-
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FIG. 1. Electric field of a cation in a cylindrical channel with the
large dielectric constant x;> k,. L is the channel length, a is its
radius. The self-energy barrier is shown as a function of the x
coordinate.
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FIG. 2. A cation (in thin circle) bound to a negative wall charge
(in thick circle). When the cation moves away from the host the
energy grows linearly with the separation |x|.

con or silicon oxide films [20]. Dielectric constant of silicon
oxide is close to 4 <80, so a narrow and long artificial chan-
nel may have a large dielectric self-energy barrier. Ion trans-
port through such a channel can be facilitated by wall
charges, “dopants.” Their concentration may be tuned by pH
of the solution.

The aim of this paper is to point out that doping may lead
to another remarkable phenomenon in the nanopores and the
channels in lipid membranes mentioned above: the ion ex-
change phase transitions. An example of such transitions is
provided by a negatively doped channel in the solution of
monovalent and divalent cations. At low concentration of
divalent cations, every dopant is neutralized by a single
monovalent cation. If the concentration of divalent salt in-
creases above a certain critical concentration the monovalent
cations leave the channel, while divalent ones enter to pre-
serve the charge neutrality. Since neutralization with the di-
valent ions requires only half as many ions, it may be carried
out with lesser entropy loss than the monovalent neutraliza-
tion. The specifics of the one-dimensional (1D) geometry is
that this competition leads to the first order phase transition
rather than a crossover (as is the case for neutralizing 2D
charged surfaces in the solution). We show that the doped
channels exhibit rich phase diagrams in the space of salt and
dopant concentrations.

Let us remind the reader about the origin of the electro-
static self-energy barrier. Consider a single cation placed in
the middle of the channel with the length L and the radius a,
Fig. 1. If the ratio of the dielectric constants is large «,/«,
> 1, the electric displacement D is confined within the chan-
nel. As a result, the electric field lines of a charge are forced
to propagate within the channel until its mouth. According to
the Gauss theorem the electric field at a distance x>a from
the cation is uniform and is given by E,=2e/(k;a®). The
energy of such a field in the volume of the channel is
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: (1)

where the zero argument is added to indicate that there are
no other charges in the channel. The bare barrier U,(0) is
proportional to L and (for a narrow channel) can be much
larger than kT, making the channel resistance exponentially
large. If a dopant with the unit negative charge is attached to
the inner wall of the channel it attracts a mobile cation from
the salt solution (Fig. 2). There is a confining interaction
potential ®(x)=E|x| between them. Condition e®(x;)=kzT
defines the characteristic thermal length of such classical
“atom” xy=kpT/eEq=a*/2l, where lz=e*/(kkzT) is the
Bjerrum length (for water at the room temperature [
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=0.7 nm). This “atom” is similar to an acceptor in a semi-
conductor (the classical length x; plays the role of the effec-
tive acceptor Bohr radius). It is convenient to measure the
one-dimensional concentrations of both mobile salt and dop-
ants in units of 1/x7. In such units the small concentration
corresponds to nonoverlapping neutral pairs (“atoms”), while
the large one corresponds to the dense plasma of mobile and
immobile charges. These phases are similar to lightly and
heavily doped p-type semiconductors, respectively.

It is important to notice that in both limits all the charges
interact with each other through the 1D Coulomb potential

CD(x,-—xj)=0',-0'jE0|x,-—xj N (2)

where x; and o;=%1 are coordinates and charges of both
dissociated ions and dopants. Another way to formulate the
same statement is to notice that the electric field experiences
the jump of 2Eo; at the location of the charge o;. Because
all the charges inside the channel are integers in unit of e, the
electric field is conserved modulo 2E. It is thus convenient
to define the order parameter g=frac[E(x)/2E,], which is
the same at every point along the channel. The physical
meaning of g €[0,1] is the fractional part of the image
charge induced in the bulk solution to terminate the electric
field lines leaving the channel. One may notice that the trans-
port of a unit charge across the channel is always associated
with g spanning the interval [0,1]. Indeed, a charge at a dis-
tance x from one end of the channel produces the fields
2Eox/L and 2Ey(x/L—-1) to the right and left of x, corre-
spondingly. Therefore g=x/L continuously spans the interval
[0,1] as the charge moves from x=0 to x=L. For many
charges inside the channel, the electric field at x=L is given
by the superposition of contribution from all charges and
equal to 2E 2 0x;/L=(47/ k)P, where x; is the coordinate
of a charge, o;,=+1 is its charge sign, and P is the polariza-
tion of the channel. Thus g=frac[2ox;/L]. The same result
can be formally proved by minimization of the electrostatic
energy of the channel over the boundary charge g [see Egs.
(18) and (19) below]. The induced boundary charge ¢ comes
from the electrodes immersed in the bulk solution. It adia-
batically follows P because resistance of the bulk solution is
much smaller than resistance of the channel, or in other
words its Maxwell relaxation time is small enough. There-
fore any change of the polarization will be detected as a
current flowing through an external circuit. This current can
be written in standard way as I=ma’dP/dt=edq/dt. As a
result, any continuous change of ¢ by one unit is equivalent
to passing of the unit charge through the external circuitry.
To calculate the transport barrier (as well as the thermo-
dynamics) of the channel one needs to know the free energy
F, of the channel as a function of the order parameter. The
equilibrium (referred to below as the ground state) free en-
ergy corresponds to the minimum of this function F;,. In
this paper we deal with extensive part of the free energy
proportional to the channel length. In the limit of long chan-
nel this is the dominant part of the free energy and local
contributions are negligible. Transport of charge and thus
varying ¢ within [0, 1] interval is associated with passing
through the maximum of the F, function F,,,. Throughout
this paper we shall refer to such a maximum as the saddle
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FIG. 3. The ground state and the transport saddle point of the
channel with negative monovalent dopants. Only the right part of
the channel is shown. (a) The ground state (¢=0): all dopants (thick
circles) bound mobile cations (thin circles). (b) The transport saddle
point (g=1/2): cations are free in sections between two adjacent
dopants.

point state. The transport barrier is given by the difference
between the saddle point and the ground state free energies
U;=Fax— Frin- The equilibrium concentrations of ions in-
side the channel are given by the derivatives of F,;, with
respect to the corresponding chemical potentials related to
concentrations in the bulk solution. We show below that the
calculation of the partition function of the channel may be
mapped on a fictitious quantum mechanical problem with the
periodic potential. The function F, plays the role of the low-
est Bloch band, where g is mapped onto the quasimomen-
tum. As a result, the entire information of the thermodynami-
cal as well as transport properties of the channel may be
obtained from the analytical or numerical diagonalization of
the proper “quantum” operator.

For an infinitely long channel with the long range inter-
action potential (2) we arrive at true phase transitions, in
spite of the one-dimensional nature of the problem. How-
ever, at finite ratio of dielectric constants electric field lines
exit from the channel at the distance é=a(k,/k,)"">~6.8a.
As a result, the potential Eq. (2) is truncated and phase tran-
sitions are smeared by fluctuations even in the infinite chan-
nel. In practice all the channels have finite length which
leads to an additional smearing. We shall discuss sharpness
of such smeared transitions below.

The outline of this paper is as follows. In Sec. I we briefly
review results for the simplest model of periodically placed
negative charges in the monovalent salt solution (Fig. 3),
published earlier in the short communication [14]. In this
example the barrier is gradually reduced with the increasing
doping. Sections II-IV are devoted to several modifications
of the model which, contrary to expectations raised by the
results of Sec. I, lead to ion exchange phase transitions. In
Sec. II we consider a channel with the alternating positive
and negative dopants in monovalent salt solution and study
the phase transition at which mobile ions leave the channel.
In Secs. III and IV we return to equidistant negative dopants,
but consider the role of divalent cations in the bulk solution.
In particular, in Sec. III, we assume that all cations in the
bulk solution are divalent and show that this does not lead to
four times increase of the self-energy barrier. The reason is
that the divalent ions are effectively fractionalized in two
monovalent excitations. In Sec. IV we deal with a mixture of
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FIG. 4. The function U,(y)/U.(0) for a;=107. Its y<1
asymptotic, Eq. (5), is shown by the dotted line.

monovalent and divalent cations and study their exchange
phase transition. We discuss possible implications of this
transition for understanding the Ca-vs-Na selectivity of bio-
logical Ca channels. For all the examples we present trans-
port barrier, latent ion concentration, and phase diagram
along with the simple estimates, explaining the observed
phenomenology. The details of the mapping onto the effec-
tive quantum mechanics as well as of the ensuing numerical
scheme are delegated to Secs. V and VI. The results of Secs.
[I-IV are valid only for very long channels and true 1D
Coulomb potential. In Sec. VII we discuss the effects of
finite channel length and electric field leakage from the chan-
nel on smearing of the phase transitions. In Sec. VIII we
consider boundary effects at the channel ends leading to an
additional contact (Donnan) potential. We conclude in Sec.
IX with a brief discussion of possible nanoengineering appli-
cations of the presented models.

I. NEGATIVELY DOPED CHANNEL IN A MONOVALENT
SOLUTION

As the simplest example of a doped channel we consider
a channel with negative unit-charge dopants periodically at-
tached to the inner walls at distance x;/vy from each other
(Fig. 3). Here v is the dimensionless one-dimensional con-
centration of dopants. At both ends (mouths) the channel is
in equilibrium with a monovalent salt solution with the bulk
concentration c. It is convenient to introduce the dimension-
less monovalent salt concentration as «; = cma’x;. We shall
restrict ourselves to the small salt concentration (or narrow
channels) such that @, <1. In this case the transport barrier
of the undoped (y=0) channel is given by Eq. (1) (save for
the small screening reduction which scales as 1-4a; [13]).

The calculations, described in details in Secs. V and VI,
lead to the barrier plotted in Fig. 4 as a function of the
dopant concentration y. The barrier decreases sharply as 7y
increases. For example, a very modest concentration of dop-
ants y=0.2 is enough to suppress the barrier more than five
times (typically bringing it below kzT). There are no phase
transitions in this system in the entire phase space of concen-
trations y and «;.

For the small dopant concentration y<<1 the result may
be understood with a simple reasoning. The ground state of
the channel corresponds to all negative dopants being locally
neutralized by the mobile cations from the solution [Fig.

051205-3



ZHANG, KAMENEV, AND SHKLOVSKII

XT/Y

— |

Oo®

e
S5 )

1> S

FIG. 5. A channel with the alternating dopants (thick circles).
The mobile counterions are shown as thin circles.

3(a)]. As a result, there is no electric field in the channel
except the space within each pair and thus in the ground state
g=0. Each mobile cation attracted by a dopant has a partition
function Z=ma’[” e "Tdx=ma*2xy, which can be viewed
as the cation’s effective allowed volume. On the other hand,
it has volume 1/c accessible in the bulk. Therefore the free
energy of the system is given by

Fo=-— 7—LkBT1n(7m22xTc) = 4yUL(O)ln<L) .3
X7 2a

The maximum of the free energy is associated with the
state with g=1/2, see Fig. 3(b). It can be viewed as a result
of putting a vacancy in the middle of the channel. The latter
creates the electric field +E, which orients the dipole mo-
ments of all the “atoms.” In other words, it orders all the
charges in an alternating sequence of positive and negative
ones. This unbinds the cations from the dopants and makes
them free to move between neighboring dopants [Fig. 3(b)].
Indeed, upon such rearrangement the electric field is still £
==+F, everywhere in the channel, according to the Gauss
theorem. Therefore, the energy of g=1/2 state is still given
by Eq. (1). However, its entropy is dramatically increased
with respect to ¢=0 state due to the unbinding of the cations:
the available volume is now 7a’x;/y and the resulting en-
tropy per cation is S;,,=kp In(a;/y). The corresponding free
energy of the saddle point state is

Fl/2=UL(O)[1 —4yln(a,/y)]. 4)

Recalling that the transport barrier is given by the difference
between the saddle point and the ground state free energies,
one obtains

Ur(y) =UL(0)[1 - 4yIn(1/2y)]. (5)

This expression is plotted in Fig. 4 by the dotted line. It
provides a perfect fit for the transport barrier at small dopant
concentration. Equation (5) is applicable for a;<y<1. In
the opposite limit y<a@;<<1 more free ions may enter the
channel in the saddle point state. As a result, the calculation
of S}, should be slightly modified [14], leading to

U,(y) = UL(O)[I - 4«y1n(L sinh ﬂ)] . (6)
2a b%

This result, exhibiting nonsingular behavior in the small con-
centration limit, is valid for an arbitrary relation between «;
and vy (both being small enough).
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FIG. 6. The transport barrier in units of U;(0) for the “compen-
sated” channel of Fig. 5 for @;=0.01. The dotted line shows Eq.
(10).

II. CHANNEL WITH ALTERNATING POSITIVE AND
NEGATIVE DOPANTS

As a first example exhibiting the ion-exchange (actually
ion-release) phase transition we consider a model of a “com-
pensated” channel (the word compensation is used here by
analogy with semiconductors, where acceptors can be com-
pensated by donors). This is the channel with positive and
negative unit-charge dopants alternating in one-dimensional
NaCl type lattice with the lattice constant 2x/y (Fig. 5).

The channel is filled with the solution of the monovalent
salt with the bulk dimensionless concentration «;=ma’xzc.
The transport barrier calculated for «;=0.01 as a function of
the dopant concentration 7y is depicted in Fig. 6. One ob-
serves a characteristic sharp dip in a vicinity of a certain
dopant concentration y,.=~0.06. To clarify a reason for such
an unexpected behavior (see Fig. 4) we plot the free energy
as a function of the order parameter g for a few values of y
close to v,, see Fig. 7. Notice that for small y the minimum
of the free energy is at g=0, corresponding to the absence of
the electric field inside the channel. The maximum is at g
=1/2, i.e., the electric field +E,. However, once the dopant
concentration 7y increases the second minimum develops at
g=1/2, which eventually overcomes the g=0 minimum at
v=7,. In the limit of large y the ground state corresponds to

0 0.5 1

FIG. 7. Free energy in units of U,(0) as a function of g for y
=0.02, 0.05, 0.07, and 0.09 (from top to bottom) at a;=0.01. The
lower three graphs are vertically offset for clarity.
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FIG. 8. States 0, 1/2, and 00. The corresponding free energies
are given by Egs. (7), (8), and (11).

q=1/2 (electric field +E;), while the saddle point state is at
¢=0 (no electric field). It is clear from Fig. 7 that the tran-
sition between the two limits is of the first order.

To understand the nature of this transition, consider two
candidates for the ground state. The ¢g=0 state, referred to
below as 0, is depicted in Fig. 8(a). In this state every dopant
tightly binds a counterion from the solution. Such a state
does not involve an energy cost and has the negative entropy
So=kpz In(2c;) per dopant. As a result, the corresponding free
energy is [cf. Eq. 3)]:

Fo=U (0)4yIn[1/Q2a,)]. (7)

An alternative ground state is that of the channel free from
any dissociated ions, Fig. 8(b). There is an electric field +E,
alternating between the dopants. This is g=1/2 state, or sim-
ply 1/2 state. Since no mobile ions enter the channel, there is
no entropy lost in comparison with the bulk. There is, how-
ever, energy cost for having electric field +E, across the
entire channel. As a result, the free energy of the 1/2 state is

[cf. Eq. (1)]:
Fip=U(0). (8)

Comparing Egs. (7) and (8), one expects that the critical
dopant concentration is given by

Ye==[4In2ap]™. )

For y<y. the state 0 is expected to be the ground state,
while for y> 1y, the state 1/2 is preferable.

In Fig. 9 we plot the phase diagram on the (7, «;) plane.
The phase boundary between 0 and 1/2 states is determined
from the condition of having two degenerate minima of the
free energy F, at =0 and g=1/2. In the small concentration
limit (see the inset in Fig. 9) the phase boundary is indeed
perfectly fitted by Eq. (9). For larger concentrations it
crosses over to 7y, Veay,. This can be understood as a result
of a competition between dopant _separation xz/y and the
Debye screening length rpox;/Va;. For y<\a, we have
rp<xy/7y, and thus each dopant is screened locally by a
cloud of mobile ions. As a result, the neutral state 2 is likely
to be the ground state. In the opposite case y>\«; the De-
bye length is larger than the separation between oppositely
charged dopants. This is the limit of a weak screening when
most dopants may not have counterions to screen them. Thus
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FIG. 9. The phase diagram of the channel with alternating dop-
ing (dotted lines). The phase boundary between the ¢=0 and g
=1/2 phases can be fitted as @, ~57> for ;> 1. Inset: the small
concentration part of the phase boundary fitted by Eq. (9) (the full
line).

the 1/2 state has a chance to have a lower free energy.

Crossing the phase boundary in either direction is associ-
ated with an abrupt change in the one-dimensional density of
the salt ions within the channel. The latter may be evaluated
as the derivative of the ground state free energy with re-
spect to the chemical potential of the salt n,
=—(aLkgT)OF in/ da;. In Fig. 10 we plot concentration of
ions within the channel n;,, in units of dopant concentration
v/ x7 as a function of the bulk salt normality «;. One clearly
observes the latent concentration associated with the first-
order transition. As the bulk concentration increases past the
critical one, the mobile ions abruptly enter the channel. One
can monitor the latent concentration An along the phase tran-
sition line of Fig. 9. In Fig. 11 we plot the latent concentra-
tion along the phase boundary as a function of the critical ;.
As expected, in the dilute limit the latent concentration co-
incides with the concentration of dopants (i.e., every dopant
brings one mobile ion). On the other hand, in the dense limit,
the latent concentration is exponentially small (but always
finite).

Let us return to the calculation of the transport barrier,
Fig. 6. To this end one needs to understand the nature of the

Nion

0 ot 0.1

FIG. 10. The concentration of cations inside the channel in units
of y/x7 for y=0.1. The discontinuous change occurs at the phase
transition point.
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FIG. 11. The latent concentration of cations in units of y/xy
along the phase boundary line.

saddle point states (in addition to that of the ground states,
discussed above). Deep in the phase where 0 is the ground
state, the role of the saddle point state is played by the 1/2
state. Correspondingly the transport barrier is approximately
given by the difference between Eq. (8) and Eq. (7). One
may improve this estimate by taking into account that in the
1/2 state the free ions may enter the channel (in even num-
bers to preserve the total charge neutrality). As explained
below Eq. (3) the ions are free to move in state g=1/2,
because pairs are unbounded by the field E,,. This leads to the
entropy of the 1/2 state given by S;,=kpIn[Z;_(a;/
¥)31(2k)!] per dopant. As a result, one finds for the transport
barrier in the O state:

Uy (@, y) = UL(O)[l - 4y1n<L cosh ﬂ)] . (10)
2a b%
This estimate is plotted in Fig. 6 by the dotted line.

In the 1/2 state, Fig. 8(b), the channel is almost empty in
the ground state configuration. The saddle point may be
achieved by putting a single cation in the middle of the chan-
nel. This will rearrange the pattern of the internal electric
field as depicted in Fig. 8(c). This state corresponds to ¢g=0
and is denoted as 00 [to distinguish it from the state 0, Fig.
8(a)]. Its free energy (coinciding with the energy) is given by

FOOZZUL(O). (11)

In Fig. 12 we plot the free energies of the three states 0, 1/2,
and 00 [cf. Fig. 8 and Egs. (7), (8), and (11)] as functions of
the dopant concentration y. On the same graph we also plot
the calculated ground state free energy F,;, along with the
saddle point free energy F,,,,. It is clear that the ground state
undergoes the first order transition between 0 and 1/2 states
at y=1y,. On the other hand, the saddle point state experi-
ences two smooth crossovers: first between 1/2 and 0 and
second between 0 and 00 states. The difference between the
saddle point and the ground state free energies is the trans-
port barrier, which exhibits exactly the type of behavior ob-
served in Fig. 6. Curiously, at large concentration of dopants
the barrier approaches exactly the same value as for the un-
doped channel U;(a;) [13]. This could be expected, since
extremely closely packed alternative dopants compensate
each other, effectively restoring the undoped situation.
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FIG. 12. Free energy diagram for «;=0.01 as function of dopant
concentration 7. The solid lines are numerical results for the ground
and saddle point states. Equations (7), (8), and (11), describing
states 0, 1/2, and 00, correspondingly, are shown by dashed, dotted,
and dash-dotted lines.

III. NEGATIVELY DOPED CHANNEL WITH DIVALENT
CATIONS

In the above sections all the mobile ions as well as dop-
ants were monovalent. In this section we study the effect of
cations being divalent (e.g., Ca®>* or Ba®*), while all negative
charges (both anions and dopants) are monovalent (Fig. 13).
For example, one can imagine a channel with negative wall
charges in CaCl, solution. We denote the dimensionless con-
centration of the divalent cations as a,. The concentration of
monovalent anions is simply a_;=2a;.

The transport barrier as function of the dopant concentra-
tion y for a,=5X 107" is shown in Fig. 14. Similarly to the
case of the alternating doping (cf. Fig. 6) the barrier experi-
ences a sudden dip at some critical dopant concentration 7y,
~1072. To understand this behavior we looked at the free
energy F, as function of the order parameter g for several
values of v in the vicinity of 7,. The result is qualitatively
similar to that depicted in Fig. 7. Thus, it is again the first
order transition between two competing states that is respon-
sible for the behavior observed in Fig. 14.

The two candidates for the ground state, denoted, in ac-
cordance with the fractional part of the internal electric field
g, as 0 and 1/2, are depicted in Figs. 15(a) and 15(b). In the
state 0 every dopant is screened locally by an anion and a
doubly charged cation [Fig. 15(a)]. The corresponding free
energy (consisting solely from the entropic part) is given by

[21]

Xr/Y
@300

FIG. 13. A channel with periodic dopants (thick circles) and
divalent cations. Mobile ions (Ca®* and CI7) are in thin circles.
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FIG. 14. The transport barrier U;(a,,7y) in units of U;(0) for
a@,=5%1077 (solid line). The dotted line is |F;,—F,| and the
dashed line is |Fyy—F) 5| calculated using Egs. (12), (13), and (15).

6a;

The other state, 1/2, has every second dopant overscreened
by a divalent cation [Fig. 15(b)]. The free energy of this state
is

F1/2= UL(0)|:1+%yln(1/a2)} (13)

Comparing Egs. (12) and (13), one finds for the critical dop-
ant concentration

Ye=—[61n(ay) +4 In 6], (14)

For a,=5X 107 it leads to ,~0.012 in a good agreement
with Fig. 14.

To explain the transport barrier observed for small y (Fig.
14) one needs to know the saddle point state. Such a state is
depicted in Fig. 15(c) and is denoted as 00. It has one diva-
lent cation trapped between every other pair of dopants. It is
easy to see that for such arrangement the cations are free to
move within the “cage” defined by the two neighboring dop-
ants. This renders a rather large entropy of the 00 state. Its
free energy is given by

|
@6910

a) _@es o e

|

l
) I 00

C) o=®w=e

FIG. 15. The states 0, 1/2, and 00 for the channel with divalent
cations. The corresponding free energies are given by Egs. (12),
(13), and (15). Dopants (thick circles) and anions (thin circles) are
monovalent, while cations (shown by 2+ in thin circles) are diva-
lent. Electric fields are shown schematically, one line per E.
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0 .00
- ~1/2

0 Ye Yo 0.05

FIG. 16. Free energy diagram for a,=5X 1077 as a function of
dopant concentration 7. The full lines are numerical results for the
ground and saddle point states, respectively. Equations (13), (15),
and (12) describing states 1/2, 00, and 0, are shown by dashed,
dash-dotted, and solid thin line correspondingly. State O is the
ground state for y<<'y,, state 1/2 is the ground state for y> v,., and
the state 00 is the saddle point for > y/. The ground state under-
goes the first order phase transition at v,, while the saddle point
state evolves in a continuous way.

F()(): UL(O)|:2+47711'1('}//C¥2):| (15)

In Fig. 16 we plot the free energies of the states 0, 1/2, and
00, given by Egs. (12), (13), and (15), correspondingly, as
functions of . On the same graph we plot calculated ground
state free energy F,;, along with the saddle point free energy
Fax (full lines). One observes that the ground state indeed
undergoes the first order transition between the states 0 and
1/2 upon increasing y (lower full line). On the other hand,
the saddle point evolves smoothly from 1/2 to 0 and even-
tually to 00 (upper full line). The difference between the two
gives the transport barrier depicted in Fig. 14, where |F;,
—Fy| and |Fyy—F 5| are also shown for comparison.

It is worth noticing that on the both sides of the transition
the transport barrier is close to U,(0), characteristic for the
transfer of the unit charge e. One could expect that for
charges 2e the self-energy barrier should be rather 4U,(0).
This apparent reduction of the charge seems natural for the
very small y. Indeed, the corresponding ground state [Fig.
15(a)] contains complex ions (CaCl)'* with the charge e. On
the other hand, for y> v, the channel is free from CI~ ions
and the current is provided by Ca®* ions only. Thus, the
observed barrier of <U;(0) may be explained by fractional-
ization of charges 2e into two charges e. To make such a
fractionalization more transparent one can redraw the saddle
point state 00 in a somewhat different way, namely, creating
a soliton (domain wall or defect) in the state 1/2.

Figure 17 shows the channel with a soliton in the middle.
One can see that in this version of the 00 state the fields 2E,
and 0 alternate similarly to Fig. 15(c). We can also see that
the soliton in the middle has the charge e. Fractionalization
of a single Ca”* ion in two charge-e defects means that a Ca
ion traverses the channel by means of two solitons moving
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FZ@e o0 ewze e@il

FIG. 17. The saddle point state 00 represented as the unit charge
defect (soliton) within the ground state 1/2. Ca®* ion added to the
channel in the state 1/2 fractionalizes in two such solitons, each

having an excess energy <U;(0).

consecutively across the channel. The self-energy of each

soliton (and therefore the transport barrier) does not exceed

UL(0).

So far the physics of the first order transition in the diva-

lent system was rather similar to that in the channel with the
alternating doping and a monovalent salt. There are, how-
ever, important distinctions, taking place at larger dopant
concentration. The logarithm of the transport barrier in the
wide range of vy is plotted in Fig. 18. One notices a series of
additional dips at vy, =1.7, y.,=5.3, v,3~10.8, etc. (the
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.05

0

FIG. 19. The phase diagram of the channel with the divalent
cations on the (v, a,) plane. The dotted lines are the boundaries
between phases. The ground states in each region are labeled. Inset:
magnification of the first phase boundary line at small y. The solid

line is Eq. (14).

first order transition at y.=~0.01, discussed above, is not vis-
ible at this scale). These dips are indications of the sequence
of reentrant phase transitions, taking place at larger . The
calculated phase diagram is plotted in Fig. 19. The leftmost
phase boundary line corresponds to the first order phase tran-
sition between 0 and 1/2 states. Its low concentration part
along with the fit with Eq. (14) is magnified in the inset. The
other lines are transitions spotted in Fig. 18. We discuss them

in the Appendix.

IV. NEGATIVELY DOPED CHANNEL IN SOLUTION
WITH MONOVALENT AND DIVALENT CATIONS

We turn now to the study of the channel in a solution with
the mixture of monovalent cations with the dimensionless
concentration «; and divalent cations with the concentration
a,. Neutrality of the solution is maintained by monovalent
anions with the concentration «_;=a;+2a,. The channel is
assumed to be doped with the unit charge negative dopants,
attached periodically with the concentration 7.

In Fig. 20 we plot the barrier as a function of the divalent
cation concentration «, for y=0.1 and a;=0.001. The over-
all decrease of the barrier with the growing ion concentration
is interrupted by the two sharp dips at a,. and @}.. By plot-
ting the F, function for several «, in the vicinity of a@,. and
., one observes that they correspond to the two consecu-

¥

0 ,
10

\A/ cl

-10} \

—20t -
ln[UL/ULag;;MMN“

FIG. 18. In[U,(y)/U,;(0)] for a,=5 X 1073, Each dip signals the

presence of a phase transition.

tive first order transitions. As a, increases the system goes
from ¢=0 phase into g=1/2 phase and eventually back into

the ¢=0 phase.
The concentration of divalent cations within the channel

is given by
a, IF;
Ny =— =2 7 min (16)
kBTL aa’z aja_

It is plotted as a function of the bulk concentration in Fig. 21.
One observes that at the first transition the number of diva-
lent cations entering the channel is close to the half of the
number of dopants. When the second transition is completed
the number of divalent cations is approximately the same as
the number of dopants. This provides a clue on the nature of
the corresponding ground states. For «, < a,. there are al-
most no divalent cations in the channel. Therefore, both the
ground state and the saddle point state are the same as in Fig.
3 and discussed in Sec. I. The ground state free energy and
the transport barrier are given by Egs. (3) and (5) corre-
spondingly. At a,=a,, the first order ion-exchange phase

0.
0.
0.
' ' -\ 1no
-20 -15 lnC(Z: ln(xlzc
FIG. 20. The transport barrier as a function of In «, for y=0.1
and a;=0.001.
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Nea
0.5 | /
—— ' - 1nos
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FIG. 21. Concentration of Ca?* ions in the channel in units of
v/ xy as function of In o, for y=0.1 and a;=0.001. There are two
discontinuous changes in Ca concentration at a,, and a;,. Each of
these two latent changes is close to the half of the number of
dopants.

transition takes place, where every two monovalent cations
are getting substituted by a single divalent one. The system’s
behavior at larger «;, is qualitatively similar to that described
in the previous section. For a,.< @, < a;, the ground state is
the 1/2 state, pictured in Fig. 15(b). The corresponding free
energy is given by Eq. (13). The second phase transition at
a5, is similar to that taking place on the leftmost phase
boundary of Fig. 19 (which is crossed now in the vertical
direction). For a, >« the ground state is the state 0 [Fig.
15(a)] with the free energy given by Eq. (12).

The free energies of the three competing ground states as
functions of «, are plotted in Fig. 22 for the same parameters
as in Fig. 20. They indeed intersect at the concentrations
close to @,. and a;.. Since at each such intersection the
symmetry of the ground state (the g value) changes, one
expects that the ground state changes via the first order
phase transition. The critical value a,. of the ion-exchange
transition may be estimated from Egs. (13) and (3) as

ay, = (2(11)261/(27). (17)

Notice that it scales as & and therefore at small concentra-
tions the transition takes place at @,.<< a;. This is a manifes-
tation of the law of mass action. The second critical value
may be estimated from Eq. (14) as aj.=¢™"©®? and is ap-
proximately independent on «;. Comparing the two, one
finds that the transitions may take place only for small
enough concentration of the monovalent ions In oy <-v/3

F
ol 0N
1/2°
i \
00,
H— L - ll’lO(2

-12 1lnaz. lna's. 0

FIG. 22. Free energies of the three competing ground states for
v=0.1 and a;=0.001. The dash-dotted line is Eq. (3), the solid line
is Eq. (13), and the dashed line is Eq. (12). The actual ground state
is chosen as the lowest of them.
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N

FIG. 23. Phase diagram in the space of cation and dopant con-
centrations (In a,—y—In ;). Inside the tentlike shape the ground
state is g=1/2, outside the ground state is g=0.

—In 2. For larger a; there is a smooth crossover between the
two ¢=0 states.

The phase diagram in the space of cation and dopant con-
centrations (In a,—y—1In «;) is plotted in Fig. 23. By fixing
some y and not too large «; and varying «, one crosses the
phase boundary twice. This way one observes two first order
phase transitions: from O to 1/2 and then from 1/2 to 00.
The corresponding transport barrier is shown in Fig. 20.

The model presented in this section is a simple cartoon for
Ca* selective channels. Let us consider the total current
through the channel / equal to the sum of sodium and cal-
cium currents. Each of these partial currents in turn is deter-
mined by two series resistances: The channel resistance and
the combined contact (mouth) resistances (the latter are in-
versely proportional to the concentration of a given cation in
the bulk). We assume that at the biological concentration of
Na* the current /=1 and discuss predictions of our model of
negatively doped channel at y=0.3 regarding I/1, with
growing concentration a, of Ca>* cations (Fig. 24). For a,
< a,, the channel is populated by Na* and Na* current domi-
nates. For a,> a,,. the Na* current is blocked because Na*
ions are expelled from the channel and substituted by the
Ca?*. Indeed, a monovalent Na* cation cannot unbind the

/T
1

0.5 F

0 ] 1
-10 -5

FIG. 24. Schematic plot of the current through a Ca channel as
a function of Ca®* concentration, see Ref. [22]. The Na* concentra-
tion is ;= 1072, the wall charge concentration is y=0.3, and the
(smeared) transition is at In a,,.=~-10.

1noo
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divalent Ca>* from the dopants. Therefore, the transport bar-
rier for Na* ions is basically the bare barrier U, (0)>kgT. In
these conditions the Ca2* resistance of the channel is small,
because Ca2* concentration in the channel is large. However,
at the transition a,=a,.<a; the concentration of Ca>* ions
in the bulk water is so small that the contact Ca®* resistance
is very large. Therefore, the Ca’* current is practically
blocked and the total current / drops sharply at a,.. As a,
grows the Ca®* current increases proportional to @, due to
decreasing contact resistance. As a result, one arrives at the
behavior of 1/1, schematically shown in Fig. 24. This behav-
ior is in a qualitative agreement with the experimental data
of Refs. [1,22].

V. ANALYTICAL APPROACH

Consider a gas consisting of N mobile monovalent cations
and N’ mobile monovalent anions along with noninteger
boundary charges g and ¢’ placed at x=0 and x=L corre-
spondingly. We also consider a single negative unit dopant
charge attached at the point x, inside the channel: 0<<x,
< L. The resulting charge density takes the form

N+N'
p(x) = X ;8(x—x)) +q8x) + ¢’ Sx— L) - 8x - xo),
j=1
(18)
where x; stay for coordinates of the mobile charges and o;

=+1 for their charges. The interaction energy of such a
plasma is given by

N+N'

= f Dp(x) 5( p(x) -
j=1

L
=fpo(x)D0(x)exp —i(f dx6(x)p(x) —
0

Substituting this identity into Eq. (20), one notices that the
integrals over x; decouple and can be performed indepen-
dently. The result of such integration along with the summa-
tion over N and N’ is exp{2ma’c[§dx cos 6(x)}. Evaluation
of the Gaussian integral over p(x) yields the exponent of
O(x)®'(x—x")8(x"). According to the Poisson equation the
inverse potential is @~ (x—x')=—(2E,)"' 8(x~x")d". As a re-
sult, one obtains for the partition function

d6yd6,do,
Z(q.q") J J

2w’
Xexp —f dx|:—(z9 0)2—_005 9()6)] ,

Xr

) lq0+zq 0f if, fpe(x)

where a;=ma’x7c. The integral over #(x) runs over all func-
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L
U:%ff dxdx" p(x)D(x - x")p(x"), (19)
0

where the 1D Coulomb potential ®(x)=®(0)—Ey|x| is the
solution of the Poisson equation V>®=-2E,d(x). [The self-
energy e®(0) will be eventually taken to infinity to enforce
charge neutrality.]

We are interested in the grand-canonical partition function
of the gas defined as

o

ZL(q,q’)= 2 e;L(N+N’)/(kBT)
N,N'=0

1
NIN'!

N+N'

d
% ]__[ ( f )C) —U/(kBT)’ (20)
lO o lo

j=1

where u is the chemical potential (the same for cations and
anions) and /; is a microscopic scale related to the bulk salt
concentration as c=e#*s7/[3 Factor ma®/[} originates from
the integrations over transverse coordinates.

To proceed with the evaluation of Z;(q,q') we introduce
the resolution of unity written in the following way:

> 0;0(x = x;) —qx) —q' x- L) + 5(x—x0)>

N+N
2 0;0(x) - q6(0) — q' 6(L) + 0()60))

j=1

tions with the boundary conditions 6(0)=6,, 6(L)=46,, and
a(xO) = ax

It is easy to see that this expression represents the matrix
element of the following T exponent (or rather X exponent)
operator

Z(q.9") = (4| e—(x()/xT)I:I o0 e-[<L-x0)/xT]i1| a), 1)

where the Hamiltonian is given by H=(idy)?—2a; cos 6 and

lg) is the eigenstate of the momentum operator idg. Since the
Hamiltonian conserves the momentum up to an integer value
q'=q+M, one can restrict the Hilbert space down to the
subspace with the fixed fractional part of the boundary
charge 0<¢<{1. In this subspace one can perform the gauge
transformation, resulting in the Mathieu Hamiltonian with
the “vector potential” [13,23,24]
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H,=(idy— q)* - 2a, cos 6. (22)

It acts in the space of periodic functions W(60)=V(6+27).
Finally, taking the “democratic” sum over all integer parts of
the boundary charge (with the fixed fractional part g), one
obtains

Z(q) =Tt} o~ Hybxo/xp) =18 e—lflq[(L—xo)/xT]}_ (23)

In the more general situation the solution contains a set of
ions with charges (valences) m € Z and the corresponding
dimensionless concentrations «,,. The condition of total elec-
troneutrality demands that

2 ma,, =0. (24)

The Mathieu Hamiltonian (22) should be generalized as [23]
Hy=(idy=q)* = 2 a,e™. (25)

Despite being non-Hermitian, this Hamiltonian still pos-
sesses a real band structure [25] eg’). It is safe to assume that
monovalent anions are always present in the solution a_;
>(. This guarantees that the band structure has the unit pe-
riod in g.

Consider first an undoped channel. Its partition function is
given by Z(q):Tr{exp(—I:IqL/xT)}. In the long channel limit
L> x; only the ground state € of the Hamiltonian (22) or
(25) contributes to the partition function. As a result, the free
energy of the 1D plasma is given by

F,= kT (a,)Lix;=4U,(0)€(a,,). (26)

The equilibrium ground state of the plasma corresponds to
the minimal value of the free energy. For the Mathieu Hamil-
tonian (22) € has a single minimum at g=0 (no induced
charge at the boundary). It is also the case for the more
general Hamiltonians (25). Therefore the equilibrium state of
a neutral 1D Coulomb plasma does not have a dipole mo-
ment and possesses the reflection symmetry.

To calculate the probability for the unit charge to transfer
through the channel, one should study the slow change of g,
and find the minimal work [26] necessary to climb to the
barrier, which corresponds to the difference between the
highest and lowest free energy values. So the activation bar-
rier for the charge transfer is proportional to the bandwidth
of the lowest Bloch band [13]

Uy(a,) =4U,0)[€2 () - €2 (a,)]. (27)

Notice that in the ideal 1D Coulomb plasma the transport
barrier scales as the system size. It is also worth mentioning
that both the equilibrium free energy Fy=4U,( O)ES:m(a )
and the transport barrier (27) are smooth analytic functions
of the concentrations «,,. Since there is the unique minimum
and maximum within the interval 0<¢ <1, there are no
phase transitions in the undoped channels.

Most of biological ion channels have internal “doping”
wall charges within the channel. If integer charges
ni,n,,...,ny are fixed along the channel at the coordinates
0<x;<xp<---<xy<L, the partition function is obtained
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by straightforward generalization of Eq. (23):
einNﬂe—I:I[(L—xN)/xT]}.

(28)

Z(q) = Trle M) gimbp=Hlleyx)ixg] ..

As long as all n; are integer, the boundary charge ¢ is a good
quantum number of the operator under the trace sign. As a
result, the partition function is again a periodic function of g
with the unit period.

For the sake of illustration we shall focus on systems with
periodic arrangements of the wall charges. In this case the

partition function (28) takes the form Z(q)=Tr{(Z:{q)N}, where

N is the number of dopants in the channel and Z;Iq is the
single-period evolution operator. We shall define the spec-
trum of this operator as

U9 (6) = e w(p), (29)

where vy is the dimensionless concentration of dopants, de-

fined as y=x;N/L. The evolution operator Z:{q is non-
Hermitian. Its spectrum is nevertheless real and symmetric
function of g. The proof of this statement may be constructed
in the same way as for the operator in Eq. (25) [25]. The free
energy of a long doped system is given by F, kBTE IN/ 0%
_4UL(O)60) [see Eq. (26)]. The equilibrium ground state is
given by the absolute minimum of this function. Similarly,
the transport barrier is given by Eq. (27).

The simplest example is the periodic sequence of unit-
charge negative dopants (x;,;—x;=L/N and n;=-1) in the
monovalent salt solution, Sec I. The single-period evolution
operator takes the form

Z:{q = e’”’e’l}q/y, (30)

with A, given by Eq. (22). As shown in Ref. [14] its ground
state ef] '@, 7) is a function qualitatively similar to the low-
est Bloch band of the Mathieu operator in Eq. (22). As a
result, both equilibrium free energy and the transport barrier
are smooth function of the salt concentration «; and the dop-
ant concentration 7.

The examples of Secs. III and IV are described by the
evolution operators, which have the form of Eq. (30) with
the generalized Hamiltonian (25). In the example of Sec. IIT
there are two nonzero concentrations «_; =2a,, while in Sec.
IV one deals with three types of ions a_;=a;+2a,. Finally,
the alternating doping example of Sec. II is described by the
evolution operator of the form

Z;fq = o i0p=H Y +i0,=H v (31)
with the Hamiltonian (22). Such operators may have more
complicated structure of their lowest Bloch band. In particu-
lar, the latter may have more than one minimum within the
period of the reciprocal lattice g € [0,1]. The competition
between (and splitting of) the minima results in the first (sec-
ond) order phase transitions.

The analytic investigation of the spectrum of the evolu-
tion operators, such as Eq. (30), is possible in the limits of
small and large dopant concentrations . For y<<1 it follows
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from Eq. (30) that only the lowest eigenvalues of ﬁq are
important. It is then enough to keep only the ground state of
I:Iq, save for an immediate vicinity of g=1/2, where the
ground and the first excited states may be nearly degenerate.

If also «,<<1 the spectrum of I:Iq along with the matrix
elements of ¢*'Y may be calculated in the perturbation theory.
Such calculations lead to the free energies of the ground and
saddle point states, which are identical to those derived in
Secs. II-IV using simple energy and entropy counting.

In the limit y>1, «,, one may develop a variant of the
WKB approximation in the plane of the complex 6, [14]. Tt
shows that the transport barrier and latent concentration
scales as exp{—cy y} where nonuniversal numbers c¢ are
given by certain contour integrals in the complex plane of 6.
In the example of Sec. I we succeeded in quantitative pre-
diction of the coefficient ¢, see Ref. [14]. In the case of Sec.
III the coefficient in front of cos(27q) [see Eq. (39)] is an
oscillatory function of 7. This probably translates into the
complex value of the corresponding ¢ constant. We did not
succeed, however, in its analytical evaluation.

VI. NUMERICAL CALCULATIONS

By far the simplest way to find the spectrum of Z/l is
numerical. In the basis of the angular momentum e”"’ the
Hamiltonian (25) takes the form of the matrix

[I:Iq]k,k’ =|(k+ 61)251<,k/ - 2 QO et | - (32)

In the same basis the dopant charge n creation operator takes
the matrix form [e™%); ;=[S prin], Where k=...,-2,
-1,0,1,2,.... Truncating these infinite matrices with some
large cutoff, one may exponentiate the Hamiltonian and ob-
tain the matrix form of [u Jixr- The latter may be numeri-
cally diagonalized to find the function €, )(am, v). The free
energy and the transport barrier are then given by Egs. (26)
and (27).

We start from the simplest case of Sec. I. The monovalent
salt with the concentration a_;=«a; leads to the term
—a 8 jr 41— @1 O -y in the matrix [I:Iq]. For illustration we

show the 4 X 4 truncation of [I:Iq] and [¢7'?] matrices

(1+9)? -« 0 0

[I:I]—> —a;  (0+g)? - 0

! 0 —a; (149 -«

0 0 —a; (=2+¢)?
and

0100
y 0010
(=10 0 0 1
00 0O

For reasonable precision the truncation size of the numerical
calculation has to be much larger. Typically we used 40
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X 40 and checked that a further increase does not affect the
results.
To calculate the “energy” band F, of a long channel for

certain «; and 7y one can use the matrix form of H and e,

equate the largest elgenvalue of Z/{ in Eq. (30) to e~ fz)/ Y, and
calculate F, kBTe( L/xy. Such a calculatlon gives the trans-
port barrler U, (a;,y) =Fya—Frin shown in Fig. 4.

The models in Secs. III and IV are treated similarly, ex-
cept that they have salt ion terms —a, & /12— 2, 64— and

— O 11— QO g 42— () +2) 6 4y, Tespectively, in [I:Iq].
For the model of Sec. II, [I:I ] contains salt ion term
—a 6 jr 41— 1 6 4. However, L{ is of the form of Eq. (31)
and its largest eigenvalue is denoted as e 2551 g v,

VII. EFFECTS OF THE FINITE LENGTH AND THE
ELECTRIC FIELD ESCAPE

The consideration of the previous sections was certainly
an idealization that neglected several important phenomena.
The most essential of them are (i) the finite length L of the
channel; and (ii) the escape of the electric field lines from the
water into the media with smaller dielectric constant. Each of
these phenomena leads to a smearing of the ion-exchange
phase transitions transforming them into crossovers. The
goal of this section is to estimate the relative sharpness of
these crossovers.

Consider first the effect of the finite length (still neglect-
ing the field escape). Close to the first order phase transition
the free energy admits two competing minima (typically at
q=0 and ¢g=1/2) with the free energies Fy(«;) and F,,(a;),
see Fig. 7 (we focus on the alternating dopants example of
Sec. II). Being an extensive quantity, the free energy is pro-
portional to the channel length: F,>«L, where b=0,1/2.
Each of these two minima is characterized by a certain ion
concentration n,(a;)=—a,/(kgTL)JF,/ da,. In the vicinity of
the phase transition at a=c, the difference of the two free
energies may be written as

Fo(a)) = Fip(a) =AnionLa1 a’c’ (33)
kBT o,
where Ani,,=ny(a,)—nn(a.) is the latent concentration of
ions across the transition. Taking a weighted sum of the two
states, one finds that the concentration change across the
transition is given by the “Fermi function”

Anlon
An(en) = e —apiar 3 1 (34)

c+1
where AN=An;,L is the total latent amount of ions in the
finite length channel. This gives for the transition width
(a;—a.)/a.<1/AN. Therefore the transition is relatively
sharp as long as AN> 1. For small enough vy the number of
ions entering or leaving the channel at the phase transition is
almost equal to the number of dopants: AN=MNypani
=7yL/xy. The necessary condition of having a sharp transi-
tion, therefore, is to have many dopants inside the channel.
For example, for the transition of Fig. 10 An,,,~0.8y/xy
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FIG. 25. Electrostatic potential ®(x) in units of e/ xa of a point
charge —e in an infinitely long channel as a function of the dimen-
sionless distance x/a along the channel axis. Here a is the radius of
the cylinder and «;/x,=40. The full line is an exact solution of the
Laplace equation [11,27]. The dotted lines are 3D Coulomb poten-
tials: the lower one is —e/ kx; the upper one is @, —e/ kyx, where
e®,=2U, and U, is the self-energy of a charge in the infinite
channel. The dashed line corresponds to Eq. (35).

and y=0.1, one finds AN~ 0.08L/x;. At larger y the number
of dopants increases (for fixed length L), but the relative
latent concentration is rapidly decreasing, see Fig. 11. Em-
ploying Eq. (9), one estimates AN~ y(1—2¢~*Y)L/x; this
expression is maximized at y=0.15, where AN=0.1L/xy.
We notice, in passing, that even for AN=< 1, being plotted as
a function of log a,, the function (37) still looks as a rather
sharp crossover.

We turn now to the discussion of the electric field escape
from the channel, which happens due to the finite ratio of the
dielectric constants of the channel’s interior «; and exterior
K,. Figure 25 shows the electrostatic potential of a negative
unit point charge placed in the middle of the channel with
K1/ k;=40 [27]. The potential interpolates between —e/(k;x)
at small distances x=<a, and 2U./e—e/k,x, where U,
=e%¢/(ka?), at large distances x> &. Here the length scale
&=a\k,/k,=~6.8a is the characteristic escape length of the
electric field displacement from the interior of the channel
into the surrounding media with the smaller dielectric con-
stant. The quantity U,,=U,(0)2¢&/L is the excess self-energy
of bringing a unit charge inside the infinite channel.

In between the two limits the potential may be well ap-
proximated by the following phenomenological expression
(dashed line in Fig. 25):

D(x) = E0§{1 _ e 1.1%]. (35)

Our previous considerations correspond to the limit &— o0
(save for the last term). The last term in Eq. (35) originates
from the fact that in the immediate vicinity of the charge
|x|=a the electric field is not disturbed by the presence of
the channel walls. As a result the length of =1.1a is ex-
cluded from paying the excess self-energy price. This leads
to (typically slight) renormalization of the effective concen-
trations & — a,g. The more detailed discussion may be found
in Ref. [13]; below we neglect the last term in Eq. (35).
One can repeat the derivation of Sec. V with the potential
Eq. (35), employing the fact that ®~'=(2E,)~'d(x—x")[&
—&)26] As a result, one arrives at Eq. (21) with the modified

Hamiltonian H= (idp)*=2a cos 0+ (x;/2&)2 6. Since the last
term violates the periodicity, the quasimomentum ¢ is not
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conserved. However, in the limit x;/§<1 one can develop
the quasiclassical approximation over this small parameter.
Transforming the Hamiltonian into the momentum represen-
tation, one notices that g(x) is a slow quasiclassical variable.
As a result, the partition function of the channel with the
finite £ may be written as

L 52 1 o
szDq(x)exp —f dx _[(7x61(x)]2+_ff,())c) ’
0 Xr Xr

(36)

where F q:kBTe(O)L/xT is the free energy as function of g in
&— oo limit (no electric field escape). This expression shows
that there are no true phase transitions even if e possesses
two separate minima. Indeed, due to its finite rigidity the
g(x) field may form domain walls and wander between the
two. As a result, the first order transition is transformed into
a crossover. Formally Eq. (36) defines the “quantum me-
chanics” with the potential ~€ The smearing of the tran-
sition is equivalent to the avoiging crossing intersection due
to tunneling between the two minima of the e potential.
Using this analogy, one finds for the concentration change
across the smeared transition

Aniy, a) - a,
Anag) = =2 1+ ———s
V(e — )"+ a6

1, (37

where 6 is the WKB tunneling exponent

12
d=expy — x_f dq\"efjo) - ef)o) ) (38)
)

As a reasonable approximation for e(qo)(ac) one may use [see
Eq. (39)] E(qo)(a’c)=UC/[SUL(O)]COS(4’7T(]), where U, is the
transport barrier at the critical point. Substituting this ex-
pression in Eq. (38) one estimates JS=exp{-¢&/
(2mx7)\U. /U (0)}. Using é=~6.8a and U,~0.2U;(0) (see
Fig. 6), one obtains 8=~ exp{—Iz/a}. Thus for channels with
a<lIg one obtains §=<0.4 and the crossover Eq. (37) is rela-
tively sharp.

VIII. CONTACT (DONNAN) POTENTIAL

Until now we concentrated on the barrier proportional to
the channel length L (or escape length £). If a <<y there is an
additional, independent on L, contribution to the transport
barrier. It is related to the large difference in cation concen-
trations inside and outside the channel. Corresponding con-
tact (Donnan) potential Uj, is created by double layers at
each end of the channel consisting of one or more uncom-
pensated negative dopants and positive screening charge near
the channel’s mouth.

For y<1 one finds |Up|<U,(y) and the channel resis-
tance remains exponentially large. When 7y grows the barrier
U,(y) decreases and becomes smaller than U
=—kgT In(y/ &), which increases with 7. In this case the mea-
sured resistance may be even smaller than the naive geo-
metrical diffusion resistance of the channel.

Let us, for example, consider a channel with L=5 nm, a
=0.7 nm, x;=0.35 nm, at ¢=0.1 M (which corresponds to
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FIG. 26. The electrostatic potential for cations across the chan-
nel with five dopants, considered in the text.

a=0.035) and y=0.3 (5 dopant charges in the channel). The
bare barrier U;(0)=3.5kzT is reduced down to U;(vy)
=0.2kpT. At the same time Up=-2.5kgT. Thus due to five
wall charges, instead of the bare parabolic barrier of Fig. 1
we arrived at the wide well with the almost flat bottom (Fig.
26).

Unlike the L-dependent self-energy barrier considered
above, the role of the Donnan potential is charge sensitive. In
the negatively doped channel the Donnan potential well ex-
ists only for the cations while anions see the additional po-
tential barrier. Thus, the Donnan potential naturally explains
why in negatively doped biological channels the cation per-
meability is substantially larger than the anion one.

The contact potential Uj may be augmented by the nega-
tive surface charge of the lipid membrane [17] or by affinity
of internal walls to a selected ion, due to ion-specific short
range interactions [1,6]. It seems that biological channels
have evolved to compensate large electrostatic barrier by
combined effect of U, and short range potentials. Our theory
is helpful if one wants to study different components of the
barrier or modify a channel. In narrow artificial nanopores
there is no reason for compensation of electrostatic barrier. In
this case, our theory may be verified by titration of wall
charges.

IX. CONCLUSION

In this paper we studied the role of wall charges, which
we call dopants, played in the charge transport through ion
channels and nanopores. We considered various distributions
of dopant charges and salt contents of the solution and
showed that for all of them doping reduces the electrostatic
self-energy barrier for ion transport. This conclusion is in
qualitative agreement with the general statement on the role
of transitional binding inside the channel [8]. In the simplest
case of identical monovalent dopants and a monovalent salt
solution such a reduction is monotonous and a smooth func-
tion of the salt and dopant concentrations. The phenomenon
is similar to the low-temperature Mott insulator-metal transi-
tion in doped semiconductors. However, due to the ineffi-
ciency of screening in one-dimensional geometry we arrived
at a crossover rather than a transition even in infinite chan-
nel.

A remarkable observation of this paper is that the inter-
play of the ion entropy and the electrostatic energy may lead
to true thermodynamic ion-exchange phase transitions. A
necessary condition for such a transition to take place is the
competition between more than one possible ground states.
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This in turn is possible for compensated (e.g., alternating)
doping or for mixture of cations of various valency. The
ion-exchange transitions are characterized by latent concen-
trations of ions. In other words, upon crossing a critical bulk
concentration a certain amount of ions is suddenly absorbed
or released by the channel. The phase transitions also lead to
nonmonotonic dependencies of the activation barrier as a
function of the ion and dopant concentrations. For simplicity
we restricted ourselves with the periodic arrangements of
dopants. The existence of the phase transitions is a generic
feature based only on the possibility of having more than one
ground state with global charge neutrality. Thus they exist
for arbitrary positioned dopants. In reality the phase transi-
tions are smeared into relatively sharp crossovers due to fi-
nite size effects along with the finite electric field escape
length &.

We have also demonstrated that the doping can make the
channels selective to one sign of monovalent salt ions or to
divalent cations. This helps to understand how biological K,
Na, Ca channels select cations and how Ca/Na channel se-
lects Ca versus Na. The surprising fact is that Ca®* ions,
which could be expected to have four times larger self-
energy barrier, actually exhibit the same barrier as Na*. This
phenomenon is explained by fractionalization of Ca>* on two
unit-charge mobile solitons.

We study here only very simple models of a channel with
charged walls. This is the price for many asymptotically ex-
act results. Our results, of course, cannot replace powerful
numerical methods used for description of specific biological
channels [4].

Narrow synthetic channels with charged walls [19] can be
a possible test system to check some of our predictions. In
the future the theory may be used in nanoengineering
projects such as modification of biological channels and de-
sign of long artificial nanopores. Another possible nanoengi-
neering application deals with the transport of charged poly-
mers or DNA molecules through biological or artificial
channels. A slowly moving polymer provides a periodic ar-
ray of charges which may be considered as static from the
point of view of faster ions. Therefore, for thin and stiff
polymers in the channel its charges play the same role as
doping. As a result, all the above discussions are almost di-
rectly applicable to the case of long charged polymer slowly
moving through the channel. Moreover, changing the poly-
mer, one can change the dopant density.

In a more complicated scenario, the polymer can be bulky
and occupy substantial part of the channel’s cross section.
Important example of such situation is translocation of a
single stranded DNA molecule through the «@-Hemolysin
channel [18]. In this case, the narrow part of the channel,
immersed in the lipid membrane (B-barrel) can be approxi-
mated as an empty cylinder, while DNA may be considered
as a coaxial cylinder blocking approximately a half of the
channel cross section. The dielectric constant of DNA is of
the same order as one of lipids. Thus, the electric field lines
of a charge located in the water gap between the two lipid
cylinders are squeezed much stronger than in the empty
channel. This may explain strong reduction of the ion current
in presence of the DNA, which is also different for poly-A
and poly-C DNA [18]. The latter remarkable observation in-
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FIG. 27. Free energy in units of 107'°U,(0) as a function of ¢
for y=1.7179330, 1.7179337, 1.717934 1, and 1.7179346
(from top to bottom) with the same a,=5X107. The graphs are
vertically offset for clarity. The ground state continuously changes
from g=1/2 to ¢=0.

spires the hope that translocation of DNA may be used as a
fast method of DNA sequencing. We shall discuss the bulky
polymer situation in a future publication.
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APPENDIX: PHASE TRANSITIONS AT LARGE DOPANT
CONCENTRATION

In this appendix we discuss some details of the phase
transitions at y., =~ 1.7, y,,=5.3, y.3=~10.8, etc., visible in
Fig. 18. The free energy F, as function of the order param-
eter ¢ for a few values of vy in the vicinity of vy, is plotted in
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Fig. 27. The minimum, initially at g=1/2 for y.<y<w,,
splits into two minima symmetrical around 1/2. These two
gradually move away from each other until they rich ¢g=0
and g=1, correspondingly, for y> v,,. The continuous varia-
tion of the absolute minimum (as opposed to the discrete a
switch between the two fixed minima) suggests the second
order phase transition scenario, taking place at 7y,;. The situ-
ation is more intricate, however. Namely, there are two (and
not one) very closely spaced second order transitions, situ-
ated symmetrically around v,; point. At the first transition
the minima depart from g=1/2 and start moving towards g
=0 and g=1, while at the second one they “stick” to g
=0, 1. Therefore, unless one has a very fine resolution (in y
and/or @,), the entire behavior looks as a single first order
transition.

The F, functions of Fig. 27 are very well fitted with the
following phenomenological expression:

Fy(y) =a(ye = y)cos(2mq) + b cos(4mg), (A1)

where a>b>0. For any 7y the ground state corresponds to
the value g, which minimizes F,. Therefore g is found from
either cos(2mqy)=(y—v.)al(4b) or sin(2mwq,)=0. The
former equation has solutions only in the narrow interval
Ve1—4bla<y<wy,+4b/a. In this interval of dopant concen-
trations the minima move from g=1/2 to ¢=0, 1. The edges
of this interval constitute two second order phase transitions
located in the close proximity to each other. Near the first
transition |go—1/2|=+y+4b/a-1,,, while near the second
one |gg|=\y—4b/a-y,,. Therefore the critical exponent is
the mean-field one S=1/2. This could be anticipated for the
system with the long-range interactions.

It is interesting to notice that the first order transition,
discussed in the main text, may be also well fitted with Eq.
(A1) but with negative coefficients a and b. The accuracy of
our calculations is not sufficient to establish if the subsequent
transitions are the first order ones or pairs of the very closely
spaced second order transitions. As far as we can see the
sequence of the reentrant transitions continues at larger dop-
ant concentrations. Notice, however, that the difference of
the corresponding free energies (and thus associated latent
concentrations) are exponentially small at large 7.
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