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We consider nonequilibrium phase transitions, such as epidemic spreading, in weighted scale-free networks,
in which highly connected nodes have a relatively smaller ability to transfer infection. We solve the dynamical
mean-field equations and discuss finite-size scaling theory. The theoretical predictions are confronted with the

results of large scale Monte Carlo simulations on the weighted Barabdsi-Albert network. Local scaling expo-
nents are found different at a typical site and at a node with very large connectivity.
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I. INTRODUCTION

Complex networks, which have a more complicated to-
pology than periodic lattices have been observed in a large
class of systems in different fields of science, technics, trans-
port, social and political life, etc., see Refs. [1-3] for recent
reviews. The structure of complex networks is described by
graphs [4], in which the nodes represent the agents and the
edges the possible interactions. Generally there are connec-
tions between remote sites, too, which is known as the small
world effect [5]. Another feature of many real networks is
the nondemocratic way of the distribution of the links: there
are sites which are much more connected than the average
and the distribution of the number of edges, P(k), has a
power-law tail

Pp(k) = Ak, k>1, (1)

thus the edge distribution is scale free. In real networks the
degree exponent is generally: 2<<y<3 and as shown by
Barabdsi and Albert [6] scale-free networks are usually the
results of growth and preferential attachment.

Since the agents of a network interact in one or another
way it is natural to ask about the cooperative behavior of the
system. In particular if there exist some kind of (thermody-
namical) phases and if there are singular points as the
strength of the interaction or other suitable parameter (such
as the strength of disordering field, temperature, etc.) are
varied. In this respect static models [7-10] (Ising, Potts mod-
els, etc.), as well as nonequilibrium processes [11-13] (per-
colation, spread of epidemics, etc.) are investigated. Gener-
ally nonweighted networks are considered, in which the
strength of interaction at each bond is constant. Due to long-
range interactions conventional mean-field behavior is ex-
pected to hold, at least if the network is sufficiently weakly
connected, so that the degree exponent is larger then a
threshold value, y>v,. For the Ising model this limiting
value is given by v,=5, whereas for the percolation and
epidemic spreading it is y,=4 and at y=1, there are loga-
rithmic corrections to the mean-field singularities. For lower
values of vy, such that y,> y> v,, where v, is a lower thresh-
old value, we arrive to the unconventional mean-field regime
in which the critical exponents are y dependent. The effect of
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topology of scale-free networks becomes dramatic if 7y is
lowered below the lower threshold value,y=<y,, when the
average of k%, defined by (k*)=[P(k)k*dk, as well as the
strength of the average interaction becomes divergent. Con-
sequently in this regime for any finite value of the interaction
scale-free networks are in the ordered state, c.f., there is no
threshold value of epidemic spreading. Since y,.=3, in real-
istic networks with homogeneous interactions always this
type of phenomena should occur.

Recently, much attention has been paid to weighted net-
works, in which the interactions are not homogeneous. Gen-
erally the strength of interactions of highly connected sites
are comparatively weaker than the average, which can be
explained by technical or geographical limitations. To model
epidemic spreading one should keep in mind that sites with a
large coordination number are generally earlier connected to
the network and in the long period of existence they have a
larger chance to be cured and one can expect that their ability
to transfer infection is comparatively smaller [14].

An interesting class of degraded networks has been intro-
duced recently by Giuraniuc et al. [15] in which the strength
of interaction in a link between sites i and j is rescaled as

kik.)™*
}\i,jz %,L)?s (2)

where k; and k; are the connectivities in the given sites. Here
0<wu<1 is the degradation exponent and formally with
m=0 we recover the nondegraded network with homoge-
neous interaction, A. The properties of this type of network
in equilibrium critical phenomena, in particular for the Ising
model have been studied in detail in Ref. [15]. Most inter-
estingly the equilibrium critical behavior is found to depend
only on one parameter the effective degree exponent

Y =(y= /(1= ), (3)

thus topology and interaction seem to be converted. One im-
portant aspect of the degraded network in Eq. (2) that phase
transition in realistic networks with y=<3 is also possible, if
the degradation exponent is sufficiently large: u>(3—)/2.
Therefore theoretical predictions about critical singularities
can be confronted with the results of numerical calculations.
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In this paper we study nonequilibrium phase transitions in
weighted networks. Our aim with these investigations is two-
fold. First, we want to check if the simple reparametrization
rule in Eq. (3) stays valid for nonequilibrium phase transi-
tions, too. For this purpose we make dynamical mean-field
calculations and perform large scale Monte Carlo simula-
tions. Our second aim is to study the form of finite-size scal-
ing in nonequilibrium phase transitions in weighted scale-
free networks. To analyze our numerical results we use
recent field-theoretical calculations [16] in which finite-size
scaling in Euclidean lattices above the upper critical dimen-
sion has been studied. In the conventional mean-field regime
of scale-free networks analogous scaling relations are ex-
pected to apply.

The structure of the paper is the following. The dynamical
mean-field solution of the problem is presented in Sec. II,
whereas finite-size scaling theory is shown in Sec. III. Re-
sults of Monte Carlo simulations of the contact process on
weighted Barabdsi-Albert networks are presented in Sec. IV
and discussed in Sec. V.

II. DYNAMICAL MEAN-FIELD SOLUTION

In the calculation we consider the contact process [17],
which is the prototype of a nonequilibrium phase transition
in the directed percolation universality class [18]. In this pro-
cess site i of the network is either vacant (&) or occupied by
at most one particle (A). The dynamics of the model is given
by a continuous time Markov process and is therefore de-
fined in terms of transition rates. The reactions in the system
are of two types: (a) branching in which particles are created
at empty sites (provided one of its neighbors, j, is occupied)
occurs with rate \; ;, (b) death of particles with a rate, «. This
latter rate we set k=1. In this section we solve the problem
in the mean-field approximation, which is expected to be
exact, due to long-range interactions in the system.

We start with the set of equations for the time derivative
of the mean-value of the density, p;, at site, i=1,2,...,N

Ip;
= E )\i,j(l - Pi)Pj = Pis (4)
ot ;

and correlations in the densities at different sites are omitted.
In the next step in the spirit of the mean-field approach we
replace the interactions

ey ()™ )

)\l’ ;= _ N
WJ E kj <k ,u>2
J

i.e., there is an interaction between each site the (mean)
value of which is proportional to the probability of the exis-
tence of that bond. Now in terms of an average density

2 k}-_MPj

J
=, 6
2k “
J

p

the dynamical mean-field equations in Eq. (4) are given by
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Ipi <~
a—t’=>\k3 “(1 - p)p—pi» (7)

with N=\(k'"#)/(k)(k"*)2. In the stationary state, dp;/dr=0,
the local densities are given by
Nki~p
pi=—— > (8)
1+ Nk, p

i.e., they are proportional to k! . Putting p; from Eq. (8) into
Eq. (6) we obtain an equation for p

- kmax k2( 1 _M)
(k') = N\ f Pp(k)————dk, 9)
Kpnin 1+ )\k}_“p

where summation over i is replaced by an integration over
the degree distribution, Pp(k), and in the thermodynamic
limit the upper limit of the integration is k,,,,— . The so-
lution of Eq. (9) in the vicinity of the transition point,
p<<1, depends on the large-k limit of the degree distribution
in Eq. (1) and is given in terms of the integration variable,
k'=k'"* as

_ 4 12

(ky=ha f "R ———dk' = 0(py). p=1,

Kpin L+M\K'p

(10)

where 7y’ is defined in Eq. (3). Note, that the functional form
of the equation in (10) is identical to that for standard scale-
free networks, just with an effective degree exponent, y'.
Thus the solution in Ref. [12] can be applied and in this way
we have obtained an extension of the results in Ref. [15] for
nonequilibrium phase transitions.

To analyze the solution of Eq. (10) we apply the method
in Ref. [9], which is somewhat different from the original
method in Ref. [12].

(1) ' >4. For small p, Q(p,y') in Eq. (10) can
be expanded in a Taylor series at least up to a term with

~p?. Consequently there is a finite transition point,

N.=(k")/A(k'?), and the density in the vicinity of the transi-
tion point behaves as: p(A) ~(A—\,). This is the conven-
tional mean-field regime. At the borderline case, y' =4, there
are logarithmic corrections to the mean-field singularities.

(2) 3<v'<4. For small p only the linear term in the
Taylor expansion of Q(p, y') exists. The p dependence of the
next term, a,(p), is singular and given by

e kI;HUC ! k’3

a,(p) == \’pA k'™ ———dk'. (11)
Ko L+ Nk'p

The p dependence can be estimated by noting that for a

small, but finite p there is a cutoff value, k' ~1/ p, so that

ax(p) ~ - XZpAf" KA ~ " (12)
ki’m’n

Consequently the density at the transition point behaves
anomalously
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pN()\_)\c)B9 ,8=1/('y’—3) (13)

This is the unconventional mean-field region.

(3) v/ <3.Inthis case Q(p,y) is divergent for small p.
Its behavior can be estimated as in Eq. (12) leading to
0(p,y') ~\""2pY 3. Consequently the system for any non-
zero value of \ is in the active phase. As A goes to zero the
density vanishes as

p~ )\(7'—2)/(3—7')_ (14)

Here at the border, v’ =3, the system is still in the active
phase, but the density is related to a small \ as: |In(p\)]
~1/\.

Before we confront these analytical predictions with the
results of numerical simulations we discuss the form of
finite-size scaling in scale-free networks.

III. FINITE-SIZE SCALING

In a numerical calculation, such as in Monte Carlo (MC)
simulations, one generally considers systems of finite extent
and the properties of the critical singularities are often de-
duced via finite-size scaling. It is known in the phenomeno-
logical theory of equilibrium critical phenomena that due to
the finite size of the system, L, critical singularities are
rounded and their position is shifted [19]. As it is elaborated
for Euclidean lattices finite-size scaling theory has different
forms below and above the upper critical dimension, d,.. For
d<d, in the scaling regime the singularities are expected to
depend on the ratio, L/&, where ¢ is the spatial correlation
length in the infinite system [20]. On the other hand for
d>d., when mean-field theory provides exact values of the
critical exponents, finite-size scaling theory involves danger-
ous irrelevant scaling variables [21], which results in the
breakdown of hyperscaling relations. For equilibrium critical
phenomena predictions of finite-size scaling theory [22]
above d,. are checked numerically, but the agreement is still
not satisfactory [23].

For nonequilibrium critical phenomena finite-size scaling
above d, is considered first in the frame of scaling theory
[24] and for the percolation process [25] and applied also for
a coupled directed percolation system [26]. A field-
theoretical derivation of the results has been made only very
recently [16] and here we recapitulate the main findings of
the analysis. For directed percolation, which represents a
broad class of universality [27], dangerous irrelevant scaling
variables are identified in the fixed point. As a consequence
scaling of the order parameter is anomalous

p=LP"p(SL" L) (15)

Here, 6, is the reduced control parameter, with the notations
of Sec. Il 6=(N—\_.)/\, and % is the strength of an ordering
field. The critical exponents, 8=1 and A=2, are the same as
in conventional mean-field theory. The finite-size scaling ex-
ponent is given by, v"=2/d, and thus depends on the spatial
dimension, d. Note, that below d.=4 it is the correlation
length exponent, v, which enters into the scaling expression
in Eq. (15), but above d,, due to dangerous irrelevant scaling
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variables it should be replaced by v". At the critical point,
6=0, the scaling function, p(0,x), has been analytically cal-
culated and checked by numerical calculations.

In the following we translate the previous results for com-
plex network, in which finite-size scaling is naturally related
to the volume of the network, which is given by the number
of sites, N. In the conventional mean-field regime with the
correspondence, N« L% we arrive from Eq. (15) to the
finite-size scaling prediction

Pryp=N"25,,, (N2, hN*2), (16)

which is expected to hold for a typical site, i.e., with a coor-
dination number, k~ (k). On the other hand for the maxi-
mally connected site with ,,,, ~ N/ according to Eq. (8)
the finite-size scaling form is modified by

P = N—B/2+(I—M)/(y—l)ﬁmax(5N1/2’hNA/2) ) (17)

Since in the derivation of the relation in Eq. (15) the actual
value of B has not been used, we conjecture that the results
in Egs. (16) and (17) remain valid in the unconventional
mean-field region, too.

IV. MONTE CARLO SIMULATION

In the actual calculation we considered the contact pro-
cess on the Barabdsi-Albert scale-free network [6], which
has a degree exponent, y=3, and used a degradation expo-
nent, u=1/2. Consequently from Eq. (3) the effective degree
exponent is y' =5, thus conventional mean-field behavior is
expected to hold. (We note that the same system is used to
study the equilibrium phase transition of the Ising model in
Ref. [15].) Networks of sites up to N=4096 are generated by
starting with mp=1 node and having an average degree:
(ky=2. Results are averaged over typically 10000 indepen-
dent realizations of the networks.

In the calculation we started with a single particle at site i
(which was either a typical site or the maximally connected
site) and let the process evolve until a stationary state is
reached in which averages become time independent. In a
finite system in particular in the vicinity of the critical point
this state is only quasistationary and has a finite life time
before in the system all particles are annihilated. In order to
obtain a true (quasi)stationary average value we have consid-
ered only those samples which have survived up to the time
where the average is done [28]. In the calculation we moni-
tored the average value of the occupation number, p;, as in-
troduced in the mean-field theory in Eq. (4), and the fraction
of occupied sites, m; (order parameter) as a function of \,
whereas k was set to be unity. In a regular lattice in the
stationary state and in the thermodynamic limit p; and m; are
the same quantities. In a complex network, however, in
which the p; are position dependent they are not strictly
equivalent. Their singular behavior in the vicinity of the tran-
sition point, however, is expected to be the same [29].

The N dependence of the order parameter is shown in Fig.
1 for a typical site and in Fig. 2 for the maximally connected
site. Evidently there is a phase transition in the system in the
thermodynamic limit, which is rounded by finite size effects
as shown in the insets of Figs. 1 and 2.
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FIG. 1. Variation of the order parameter at a typical site as a
function of the creation rate, \. Inset: Enlargement in the critical
region.

To locate the phase transition point we form the ratios:
r(N)=m(N)/m(N/2), for different finite sizes. As shown in
Fig. 3 r(N) tends to zero in the inactive phase, N <\,, and
tends to a value of one in the active phase, A >\ .. The curves
for different N cross each other and the crossing point can be
used to identify A, through extrapolation. Furthermore the
value of the ratio at the critical point is given by: r(N,\.)
=27, where x is the finite-size scaling exponent, as given in
scaling theory in Egs. (16) and (17).

The transition point is found to be the same within the
error of the calculation both for a typical site and for the
maximally connected site and given by: \.=2.30(1). The
finite-size scaling exponent, however, calculated from
r(N,\,) is different in the two cases. For a typical site we
estimate: x,,,=0.54(7), which should be compared with the
field-theoretical prediction in Eq. (16), which is x,,,=/3/2
=1/2. In the maximally connected site the finite-size scaling
exponent is measured as x,,,,=0.27(4), which again agrees
well with the field-theoretical prediction in Eq. (17): x,,,.
=B/12—(1-w)/(y=1)=p/2-1/(y'-1)=1/4.

Next, we consider correlations in the vicinity of the tran-
sition point and calculate the relation between the correlated
volume, V, and the distance from the critical point, §, which
is expected to be in a power-law form, V~ |8]7®. According
to field-theoretical results in Egs. (16) and (17) this exponent
is w=2, both at a typical site and at the maximally connected

mmax

FIG. 2. As in Fig. 1 for the maximally connected site.
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FIG. 3. The ratio r(N)=m(N)/m(N/2) (a) for a typical site, (b)
for the maximally connected site. Note that the location of the
crossing points, which defines A. is the same in the two cases,
whereas the value at crossing, which is related to the finite-size
exponent, x, through r(N,\.)=27"is different.

site. Now in the limiting case, V~ N, the scaled order param-
eter, m=mN", is expected to depend on the scaling combina-
tion, N8, which is demonstrated in Fig. 4, both in the
typical site (a) and in the maximally connected site (b). In
both cases x and A, are fixed by the previous analysis and w
is obtained from the optimal scaling collapse, as w,
=2.1(2) and w,,,,=2.0(1). Thus, once more we have agree-
ment with the field-theoretical results.

(a) ®) N 0
sl . < |
~ o
5 ¢ ng
E P o
£
B Blg
< @EQ 64
[m}
o8 o
-2 1 0 1 & 256 °
I@@‘P 512 &
1024 =
L) \

O A La 1
-2 -1.5 -1 -0.5 0 0.5 1 1.5

N1/m8

FIG. 4. Scaling collapse of the order parameter near the transi-
tion point using the functional forms in Eq. (16) for a typical site (a)
and in Eq. (17) for the maximally connected site (b). The finite-size
scaling exponents, x;,, and x,,,, are fixed by the previous analysis
and the correlation exponent, w, is used to have an optimal collapse
of the data, see text.
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FIG. 5. Time dependence of the number of active sites starting
from a typical site at the critical point in a log-log scale. For
> N¢, when the infection has reached the border of the system the
curves are saturated. The slope of the limiting curve for N—
defines a;y,. The full straight line with slope 0.84 fits the largest
finite-size data. For small sizes there is a cross over and the local
slope of the curves is a,,,,=~0.5, see text. Here the broken straight
line has a slope of 1/2. Extrapolation of the finite-size slopes,
ayy,(N), as a function of 1/In N is shown in the inset.

Finally, we turn to analyze dynamical scaling in the sys-
tem. At the critical point, A=\, we have measured the num-
ber of active sites, N,, as a function of time, f, which is
shown in Fig. 5 when the starting point is a typical site and
in Fig. 6 for the maximally connected site. As seen in Figs. 5
and 6 after a starting period (which is discussed below) there
is an asymptotic region with a power-law dependence,
N,~1t“, which turns to a saturation regime around t~N¢,
when the active sites reach the boundary of the system. It is
seen in Figs. 5 and 6 that the exponents a,,, and a,,,,, which
refer to a typical site and the maximally connected site, re-
spectively, are different. However the border of the satura-
tion regions, i.e., the exponent { are approximately the same

6 . . . . . . —
64 ©O =
128 o©
256
St 512 a
1024 &
2048 v
4 L4096 ~
23
.-""v
2 "y X Z
X gg
; g 8"
3
0 1
0 1

FIG. 6. The same as in Fig. 5 for the maximally connected site.
Inset: scaling collapse of N,/N¢ versus ¢/N¢ in a log-log plot with
¢=0.5 and ¢,,,,,=0.5. The slope of the straight lines both in the main
panel and in the inset indicates the prediction a,,,,=1/2.
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for the two cases. In a regular lattice with dimension, d
>d., (which contains only typical sites) the dynamical expo-
nent, £, is conjectured [24] to be, {=1/2, which is derived
recently by field-theoretical methods [16] and checked nu-
merically [30]. This result for ¢ is expected to hold for net-
works, too.

In order to analyze the results in Figs. 5 and 6 we discuss
the scaling behavior of N,(r,N). In the stationary state the
density is independent of the initial conditions and it is pro-
portional to the density at a typical site, p,,,~N""v. There-
fore the scaling form of the number of active sites is given
by

N,(t,N) = N*"0eN (1/N°), (18)

in which the scaling function, ]Va(y), is different for a typical
site and for the maximally connected site, respectively. In the

small y limit we obtain N,(y) ~ y“» and N,(y) ~ y“max, for a
typical site and for the maximally connected site, respec-
tively, in this way we recover the previously announced ¢
dependences. For small ¢, N, is of O(1), if we start with a
particle at a typical site and it is of order of the number of
links at the hub, krln;’; ~ NVO&'-1) ~ N*opr~¥max if we start at the
maximally connected site. Next we analyze the size depen-
dence of N,(z,N) at a fixed 7. For a typical site
limy_..N,(¢,N) is expected to have a finite limiting value,
which is in accordance with the numerical results in Fig. 5.
Indeed for typical sites the size of the network should not
influence the local growth in the system. Using the small y
behavior of the scaling function we obtain the relation

1=y = Liyptayp =0. (19)

For not too large finite systems, however, there is a starting
regime and thus a cross-over phenomenon what can be seen
in Fig. 5. This cross over is due to the fact that in a small
system the infection can reach the maximally connected site
in a short time and afterwards the growth is characterized
with an exponent @,,,, <a,,. This starting region is also in-
dicated in Fig. 5.

For the maximally connected site the number of neighbors
and thus the local density depend on the size of the network.
As a consequence N,(z,N) at a fixed ¢ has a size dependence,
which can be seen in Fig. 6. Using the result in Eq. (8) we
obtain  limy_,,N,(t,N) ~ k! =#~ NVO'=D ~ Nvoyp=inas, Now
comparing the N dependence for small ¢ leads to the relation

I xfyp - gmaxamax = xfyp = Xmax+ (20)

The exponent, a,,, can be obtained from the asymptotic
slope of the master curve in Fig. 5, which has a strong size
dependence. Extrapolation as shown in the inset of Fig. 5
gives a,,,=0.95(10) which is compatible with the mean-field
and finite-size scaling prediction, a,,,=1. For the maximally
connected site in Fig. 6 the slope of the curves have a weaker
size dependence and can be estimated as: a,,,,=0.52(4).
Consequently from the relations in Egs. (19) and (20) we
obtain that both {,,,, and {,,,, are compatible with the mean-
field prediction, {=1/2. From these results, using N~ &,
we obtain for the scaling behavior of the relaxation time, 7,
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in the vicinity of the transition point, 7~ 6 "+, with v, ={w,
so that v, =0.95(10) both for the typical and the maximally
connected sites, in complete agreement with the mean-field
and finite-size scaling result, v, =1.

The scaling prediction for N,(¢,N) for small 7 is checked
for the maximally connected site in the inset of Fig. 6. Here
N,/N¢ is plotted as a function of #/N¢. There is an appropri-
ate scaling collapse with the mean-field values: c=1-x,,
=0.5 and {,,,,=0.5.

V. DISCUSSION

We considered nonequilibrium phase trasnsitions in
weighted scale-free networks, in which the creation rate of
particles at given sites is rescaled with a power of the con-
nectivity number. In this way nonequilibrium phase transi-
tions are realized even in realistic networks having a degree
exponent, y<3. Mean-field theory, which is generally be-
lived to be exact in these lattices, is solved and the previ-
ously known three regimes of criticality (conventional and
unconventional mean-field behavior, as well as only active
phase) are identified. The theoretical predictions in the con-
ventional mean-field regime are confronted with the results
of Monte Carlo simulations of the contact process on the
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weighted Barabasi-Albert network. To analyze the simulation
results we have applied and generalized recent field-
theoretical results [16] about finite-size scaling of nonequi-
librium phase transitions above the upper critical dimension,
i.e., in the mean-field regime. For a network the natural vari-
able is the volume (mass) of the system which enters in a
simple way into the scaling combinations. We have obtained
overall agreement with this finite-size scaling theory in
which the critical exponents are simple rational numbers. We
have also numerically demonstrated that at sites with very
large connectivity there are new local scaling exponents,
which differ from the values measured at a typical site.
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