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Canard orbits in Fabry-Perot cavities induced by radiation pressure and photothermal effects
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A theoretical study of a high-finesse Fabry-Perot cavity considering radiation pressure and photothermal
displacement is reported. We show that the competition between these two effects induces a different kind of
dynamic behavior in such a system, consisting of canard orbits and excitability. The transition between the
excitable regime and the canard oscillations, occurring through a supercritical Hopf bifurcation, appears in an
order compatible with the van der Pol-FitzHugh-Nagumo equations. Besides its interest as a study of general
nonlinear dynamics, the characterization of the effects described is critical for high sensitivity interferometric
displacement measurements as those employed for gravitational waves detection.
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I. INTRODUCTION

Periodic oscillations in biological, chemical, and elec-
tronic systems have been very frequently observed to be the
result of multiple time scale dynamics [1]. The dynamic be-
havior of systems such as neural cells [2], cardiac tissues [3],
chemical reactions [4], among many others [5], can be math-
ematically described by means of slow and fast variables
coupled together (slow-fast systems).

Typical behaviors arising in slow-fast systems are excit-
ability and relaxation oscillations. Excitability was originally
described in the field of mathematical biology [5]. Such sys-
tems have only one stable steady state but they react to per-
turbations that overcome a threshold by following a deter-
ministic orbit in phase space which is independent on the
details of the applied stimulus. Commonly, systems that ex-
hibit excitability in a particular range of parameters also have
a regime of relaxation oscillations. The transition from one
type of behavior to the other is described by the theory of
bifurcations (Andronov saddle-node collisions, sub- and su-
percritical Hopf bifurcations, etc.). However, the transitional
regime exhibits special features whose physical implications
are still the subject of intense studies [6,7]. One of the most
popular models describing excitability and relaxation oscil-
lations is the van der Pol-FitzHugh-Nagumo (vdPFN) [8],
originally conceived to simply model the neural activity. It
can be formalized by the coupled equations

3

X
f=y+x-—, 1
X=y+x—- (1)

y=-elx-a), 2)

where the variables x and y evolve with two very different
characteristic time scales whose ratio is the small parameter
€. In this model, the transition from the excitable regime
characterized by a single steady-state attractor to an oscilla-
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tory regime—where the only attractor is a limit cycle—
occurs at the critical parameter values a=a.==+1 through a
supercritical Hopf bifurcation. Within a range of order &
around the bifurcation point a,, the amplitude of the resulting
limit cycle grows as Va—a,. However, outside this range
both the amplitude and the frequency of the limit cycle
abruptly (though continuously) change and the resulting os-
cillation of the fast variable x consists of square-wave-like
pulses. The key point of this dynamics is that, since € is
small, one can separate a slow motion taking place on the
critical manifold y=f(x)=(x*/3)—x and a fast motion run-
ning essentially perpendicularly to the y axis. Since the criti-
cal manifold is attractive for |x|>1 and repulsive for |x|
<1, in the limit € — 0, the trajectories slowly flow along the
critical manifold until they arrive at one of the fold points
(r,y)=(£1, ¥ %), then they jump to the other attractive
branch of f(x), follow it until the other fold point, and repeat
the cycle [9]. However, if & is small but finite, after the fold
point the trajectories do not jump immediately from one
stable branch to the other, but they follow the repelling part
of the slow manifold for some time (canard oscillations)
[10].

Excitability and relaxation oscillations are typically found
in biological and chemical systems. Recently, however, con-
siderable theoretical and experimental efforts have been de-
voted to find analogies with nonlinear phenomena in optics
and physics (pattern formation, solitons, chaos...). In par-
ticular, excitability and relaxation oscillations have been
shown in semiconductor lasers with optical feedback [11]
and semiconductor optical amplifiers [12,13], demonstrating
their general interest and opening possibilities of applications
such as all-optical generation of pulse trains [14] and pulse
reshaping [15].

In this work we study the dynamic behavior of a high-
finesse Fabry-Perot cavity considering radiation pressure and
the thermal expansion of the mirrors due to the absorbed
intracavity light (photothermal effect) [16]. The analysis of
these phenomena is of critical importance for extremely sen-
sitive interferometric displacement measurements, including,
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e.g., quantum optics experiments [17,18] and gravitational
wave detection. Several studies on the stability of Fabry-
Perot cavities in the presence of either radiation pressure
[19,20] or photothermal expansion [21] have been devel-
oped, focused on large baseline gravitational wave detectors.

Previous experimental and theoretical works on high fi-
nesse Fabry-Perot cavities have shown the existence of a
bistable regime induced either by radiation pressure [22,23]
or by photothermal effect [24]. Here we show that, when
considered together, these effects can produce a substantially
different nonlinear behavior consisting of canard orbits and
excitability arising in the vicinity of a supercritical Hopf bi-
furcation. We observe that the dynamic scenario, in particu-
lar the transition from the quasiharmonic Hopf limit cycle to
the canard oscillations, is compatible with that of the vdPFN
model. We finally characterize the canard regime and the
corresponding phase-space trajectories as a function of the
system parameters. Since such dynamics are common to a
variety of natural systems, the interest of the present study
goes beyond the domain of nonlinear optics.

The paper is organized as follows: in Sec. II we discuss
the physical mechanism leading to excitability and canard
regime in our system. In Secs. Il and IV we introduce the
physical model and we study the linear stability of its steady
state solutions showing the occurrence of a supercritical
Hopf bifurcation. In Sec. V we report a numerical study of
the model, choosing realistic system parameters. Finally, in
Sec. VI we present our conclusions.

II. CANARDS IN THE CAVITY: PHYSICAL MECHANISM

The intracavity field stored in a high-finesse Fabry-Perot
interferometer can be orders of magnitude greater than the
input field. For a sufficiently high intracavity optical power
the radiation-pressure force can significantly change the
length of the cavity, thus affecting the intracavity field and
hence the radiation pressure itself. This feedback effect leads
to a nonlinear intensity dependence of the optical path as in
the case of a Kerr medium.

On the other hand, the intracavity field changes the tem-
perature of the mirrors via residual optical absorption. This
temperature variation translates into changes of the cavity
length through thermal expansion of the mirrors (photother-
mal effect). This effect clearly depends on the power imping-
ing on the mirrors surface, leading again to an intensity de-
pendent cavity length as for the radiation pressure. If the
photothermal effect or the intracavity radiation pressure are
sufficiently strong to induce a cavity resonance variation of
the order of the Fabry-Perot optical linewidth, the system
exhibits a bistable behavior.

We now consider a Fabry-Perot cavity in the presence of
both significant radiation pressure and photothermal effects.
Let us suppose to inject a monochromatic beam on the long
wavelength side with respect to the cold-cavity resonance
(i.e., the resonance frequency in absence of radiation pres-
sure and photothermal effects). The radiation pressure, push-
ing the mirrors, tends to increase the cavity length respect to
the cold-cavity value. The cavity resonance moves towards
the injected wavelength and therefore the intracavity inten-
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sity increases. The intracavity field has the further effect of
slowly varying the temperature of the mirrors. Heating in-
duces a decrease of the cavity length through the mirror’s
thermal expansion, and it moves away the cavity resonance
thereby decreasing the intracavity intensity. Under proper
conditions the competition between these effects, together
with the fact that they operate at different time scales, can
lead to self-sustained oscillations and excitability of the op-
tical intensity.

II1. DESCRIPTION OF THE MODEL

We consider a Fabry-Perot interferometer with high fi-
nesse F and intracavity power P.. We write the cavity length
variations L with respect to its cold-cavity value as L(r)
=L,,(1)+Ly(t), where L,, and L,, are induced respectively by
the radiation pressure and the thermal expansion of the mir-
rors.

In the limit of small displacements, the system composed
by the mirrors and the cavity spacer and optical mounts can
be sketched as a damped oscillator forced by the intracavity
field [23]. Such an assumption is realistic if one mechanical
mode of the real system has low resonance frequency and
stiffness with respect to the other modes [25]. A typical ex-
ample is the optomechanical readout system of the gravita-
tional wave detector Auriga [26], where one cavity mirror is
fixed on a mechanical oscillator with resonance frequency of
about 1 kHz. Well described by this assumption are also
large interferometers with suspended mirrors, and mi-
crooscillators (MEMS). The evolution equation for L,, reads

. Q. 5 2P,
L,+—L,+Q°L,,= , (3)
0 mc

where () is the resonant oscillation frequency, Q is the me-
chanical quality factor, m is the oscillator effective mass, and
c is the light velocity. We are assuming viscous damping for
simplicity, but the phenomena described do not change in the
case of different (e.g., structural) damping. If \ is the in-
jected field wavelength, the half width at half maximum A of
the optical spectrum is given by A=\/4F. By introducing
the dimensionless detuning ¢=L,,/A and time scale t' =)z,
Eq. (3) becomes

L1 B
e Gb+p=ar., )

where @=2/mcQ?A and from now on the time derivatives
are considered with respect to t'.

The other effect of the intracavity field is changing the
cavity length through photothermal expansion. A correct cal-
culation of this effect requires the use of three-dimensional
thermal diffusion and stress-balance equations [27]. The sys-
tem is characterized by a typical frequency given by

1 K

W, =

7, - pCr, |

where « is the thermal conductivity of the mirror, p is its
density, C is its specific heat capacity, and r, is the beam
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radius (assuming a Gaussian transverse profile), defined as
the radius at which the power drops to 1/e of its central
value. A calculation approximating the mirror as an half in-
finite space shows that the frequency response of the length
variations &l(w), due to a modulated intracavity power
OP (w), is given by

Sl(w) = BG(w/w,) 6P (w),

where

1 (* o uze—u2/2
Glw=—| d d 5
(@) 77,[;) uf_w U(u2+vz)(u2+vz+ic§) ©)

and B depends on the properties of the mirror material and
on the absorption coefficient [28]. Well above w,, the fre-
quency response follows an intuitive 1/frequency low as in a
standard single-pole system. However, already at w=w,, the
deviation from the single-pole behavior is meaningful and
the response has a slow, logarithmic divergence at low fre-
quencies, verified experimentally [16]. The inclusion of finite
mirror size effects are necessary to eliminate the divergence
and describe the response at very low frequencies (as well as
in the stationary state) [29].

On the other hand, the use of the three-dimensional diffu-
sion term in the temporal evolution equations would compli-
cate too much our model, preventing from understanding the
main features of the dynamic behavior. Therefore we will
adopt a simple single-pole model in our analytical calcula-
tions and in most of the numeric work while we will describe
some numeric simulations including a realistic photothermal
response in Sec. VI, showing that the main features of the
dynamics are qualitatively maintained. Hence we assume
that the temperature relaxes towards its equilibrium value 7,
at a rate &, and evolves according to

. dT
T=-¢ T—TO—dTPC .

c

By linearizing the temperature dependence of L,, around the
equilibrium we get

dL
Lth — th

dP,

- 8<Llh + PL) s (6)
where the positive sign in front of the coefficient |dL,,/dP,]
accounts for the shortening of the cavity at increasing mirror
temperature. By defining the dimensionless photothermal de-
tuning =L,/ A, Eq. (6) becomes

6=—¢(6+pBP.), (7)

where B=|d 6/dP,.| depends on the thermo-optical properties
of the mirrors and on the beam waist. Equation (7) is equiva-
lent to the one derived in Ref. [21] starting from a complete
thermoelastic model.

Equations (4) and (7) are coupled together through the
intracavity power, which depends on the detunings ¢ and 6.
Under the assumption that the optical field evolves on a fast
time scale as compared to the radiation pressure and thermal
effects and then instantaneously follows the cavity length
variations (adiabatic approximation), we have
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AP;
P - 124 (8)

c 2
1+ {%[L(t) + LO]}

where P,, is the injected power, L is the cold cavity length,
and we have assumed that, due to the small displacements
induced by the radiation pressure and photothermal effects,
the laser wavelength is always close enough to a cavity reso-
nance to keep the Lorentzian approximation of the Fabry-
Perot intracavity field. We stress that when the photon life-
time is comparable to the radiation pressure and/or thermal
time scales the adiabatic elimination of the optical field is no
longer valid. Retardation effects in pendular Fabry-Perot
cavities have been previously studied [19] showing that the
equilibrium points that are stable if analyzed in the adiabatic
approximation can be actually unstable. However, in most
cases (see, e.g., Refs. [21,23]) the adiabatic elimination is
well justified and it allows us to identify the main physical
mechanisms for the canards scenario in this first approach to
the problem.

Hence, using the definitions of A, ¢, and 6, the final equa-
tions read

J>+é¢+ ¢=aP, (9a)
6=—e(6+ BP), (9b)
1

P=1+(50+¢+6’)2’ )

where &y=Ly/A, a=aAP,, ﬂ:EAPm, and we have defined
the adimensional optical power P=P./AP;,.

IV. ANALYTICAL TREATMENT
A. Linear stability analysis

The system is characterized by three real dynamic vari-

ables, the radiation-pressure detuning ¢, its rate of change d),
and the photothermal detuning 6:

d=v, (10a)
) l = S — 10b
U+QU__¢+1+(5O+¢+62’ (10b)
O=—¢| 0 B (10c)

" 1+ (8+p+ 6]

The steady state solutions (v, ¢, 6,) are defined by the im-
plicit cubic equations

(11a)

—d 1+ (8 + o+ 60)*]1+ a=0, (11b)

026217-3



MARINO, DE ROSA, AND MARIN

6 Frrrrr TrrrIigrrrrprrorrrrrrr T T 11 rorrrorr ]
st :
- Bifurcation boundary
4t E
: M~ ]
< 3F RN 3
: LRSS N

F S o~ T~ ]

E Periodic oscillations ~ e
2F - >~
P~ ]

E BS05 >~ 7

F S mi 3
1E eI
E -l - - =7 P=0.25 mw]

o

FIG. 1. Boundary of the Hopf bifurcation [Eq. (14)] in the
(b5, &) plane (solid line) and the stationary solutions ¢, for differ-
ent values of the injected power (dashed lines). The parameters are
0=1, B=BAP,,=24P,, a=aAP,=4P;, with P, expressed in mW
(see the “system parameters” subsection Sec. V A).

01+ (S8y+ ¢+ 6,)°]1+B=0. (11c)

Depending on the values of «, B, and &), the system can
have either one or three fixed points. The change in the num-
ber of stationary points occurs on the curve

ENENRE) e
9 2 3 9

where two steady states coalesce in a saddle-node bifurca-
tion. However, in the present work we restrict our analysis to
the case where the system has only one steady state solution.

In order to study the stability of the steady state against
small perturbations (dv, 8¢, 86), we perform the usual linear
stability analysis and we obtain, neglecting the higher order
terms and using Egs. (10a)—(10c), the following coupled
equations:

Sp=bv, (13a)
5v=—é§v—(1+C¢s)6¢—C¢550, (13b)
50=—¢e[CO,6¢+ (1+C0,)56), (13¢)

where we call C=2(8y+ ¢+ 6,)/[1+(5y+ b+ 6,)?]. Equa-
tions (13a)-(13c) admit nontrivial solutions of the form
Ke, where K is an arbitrary column vector, for eigenvalues
A given by

A3+a1A2+a2A+a3=0,

with coefficients given by

1
a = 8(C95+ 1) + 5’
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FIG. 2. Slow manifold (solid line) and G=0 curve (dashed line)
in the (6, ¢) space, for a=2, B=1.2 and §,=—1.2. The stars indicate
the fold points separating the stable and unstable branches of the
manifold.

&
a,=1+Cop,+ §(C9S+ 1),

a;=¢e(CO+ Cep+ 1).

Since 6,=—(B/ @), [see Egs. (10a)—(10c)], one can easily
calculate the Hopf stability boundary in the plane (¢, &)). At
this purpose we set to zero the real part of the eigenvalue A
assuming A =iv. By replacing this expression in the charac-
teristic equation and separating the real and imaginary parts,
we obtain the conditions for the Hopf frequency and the
bifurcation boundary

szaz,

aya; —az=0. (14)

The boundary of the Hopf bifurcation in the (¢;, &) plane
is plotted in Fig. 1 (solid line), while the dashed lines repre-
sent the steady state solutions ¢, for different values of the
injected optical power P;,. If P;, is low enough (0.25 mW in
the figure), the fixed point of the system is always stable.
However, for sufficiently high injected power levels, the
steady state solution loses stability in correspondence of a
critical value of &, and a finite-frequency limit cycle starts to
grow (supercritical Hopf bifurcation). Further increasing of
&y leads to the “inverse” bifurcation and the system passes
from the oscillatory dynamics to a new steady state solution.
As one can see in Fig. 1, for suitable values of &, the same
behavior can be observed in correspondence of different
power levels. On the other hand, accordingly with Eq. (12),
if P;, is larger than a certain value (=1.2 mW) the oscilla-
tory behavior disappears and the system becomes bistable.

B. Slow manifold and relaxation oscillations

The linear stability analysis provides information about
the dynamic behavior only within a small range around the
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bifurcation point, where the system exhibits a small ampli-
tude harmonic limit cycle with frequency v. However, as we
mentioned in the Introduction, beyond this parameter range
the periodic solutions of slow-fast systems experience a sud-
den change both in frequency and amplitude and the result-
ing oscillation of the fast variable consists of square-wave-
like pulses. The blowup of such a limit cycle can be
understood by considering the limit =0 in Eqgs. (10a)—(10c).

If Q~'> e, the evolution of @ is slow with respect to that of
the other variables and we can analyze separately slow and
fast motions. The fast motion follows Eqgs. (10a) and (10b)
(fast subsystem), where 6 is constant and has to be consid-
ered as a bifurcation parameter. On the other hand, by intro-
ducing the time-scale change T=¢t and putting €=0, one can
see that the slow motion is limited to trajectories evolving
accordingly to the slow subsystem equation
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FIG. 4. Canard orbits in the phase space (¢, 6,v) compared to
the slow manifold (dashed line) as & is varied (the slow manifold
does not change appreciably over the considered range of &). Fold
points are indicated by stars. Parameters: J&y=—1.391290,
—-1.391289, -1.391288, -1.391285, -1.391280, -1.391 270,
—-1.391 250, —1.391 230, —-1.391 215, —1.391 20; P;,=0.5 mW.

: B
O=— |0+ ———5 | =G(4,0 15
+1+(50+¢>+¢9)2 (¢.9) (13)
with the constraining conditions v=0 and
¢ - F($,0)=0,  (16)
— = s =0,
1+ (8 + ¢+ 6)?*

which implicitly defines a multivalued function ¢(6). Hence
the set 2=[(¢,0,v) e {v=0}N{F(¢,H)=0}] (slow mani-
fold), consisting of fixed points of the fast subsystem, defines
the branches of slow motions in the phase space. As we will
see the dynamics of the complete system can be understood
in terms of the respective fast and slow subsystems. By lin-
earizing the fast subsystem evolution equations around
points of the set . it is simple to see that the equilibria of the
fast subsystem are stable if C¢p>—1 and unstable if Cp<
—1. The boundaries separating the stable branches of the
slow manifold from the unstable part (the points F , in Fig.
2) are determined by Eq. (16) together with the condition
Cop=-1.

We now consider the slow subsystem: from Egs. (15) and
(16) we have that

f=-— [0+§¢(e)}. (17)

In Fig. 2 we show in the (6, ¢) plane the curves ¢(6) and
G=0 for a fixed value of §,. The intersection between these
functions, where ¢(6)=—(a/B)6=p, is the fixed point of the
complete system. From Eq. (17) we see that 6>(<)0 if
¢(6) <(>)p, conditions determining the flow direction on
the slow manifold indicated by the arrows in Fig. 2. A tra-
jectory will follow an attracting part of the slow manifold
until a fold point where it is pushed out and instantaneously
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FIG. 5. Responses of the system to a &-like perturbation of
variable amplitude (left) and the corresponding phase-space trajec-
tories (right) when the system is in its stable fixed point (&=
—1.41): xy=7 %X 1073 (dashed trace), x,=8 X 10> (dotted trace), x,
=9 X 1073 (solid trace). The time variable is normalized to the natu-
ral period of the mechanical oscillator. The perturbation is applied
at the time #,=23.

jumps to the other attracting branch of 3. Then, it flows
along this branch until the other fold point where it jumps
back, and the system evolves on a limit cycle with a deter-
mined natural frequency. On the other hand, for values of &,
for which the G=0 curve intersects one of the stable
branches of the slow manifold, it is immediate to see using
the same arguments that the only attractor is a stable fixed
point.

We note that the structure and the stability of the slow
manifold is analogous to that of Egs. (1) and (2) which sup-
ports the hypothesis of an underlying (VAPEN) scenario in
our system.

V. NUMERICAL RESULTS
A. System parameters

In the present study we consider as free parameters the
cold-cavity detuning &, the injected optical power P;,, and
the mechanical quality factor Q while the other parameters
(mass, frequency, finesse...), determining the strength of the
radiation-pressure effect, will be fixed at realistic values for a
Fabry-Perot  cavity: m=50g, Q=27wX100Hz, A\
=1.064 um, F=80000, A=40000, leading to a=4P,,
where P;, expressed in mW. The photothermal parameters 8
and e can be experimentally determined through the charac-
terization of the photothermal effect in the system, as de-
scribed in Refs. [16,29]. On the base of these experiments,
we take a time scale ratio of e=1072 and 8=2.4P,,.

For simplicity we keep the above parameters as fixed in
all the numerical simulations reported in the present work.
We remark, however, that the observed dynamic regimes do
not depend on this particular choice of parameters. By
changing the physical properties of the interferometer we can
find again the same behavior in correspondence of different
injected powers and/or cold-cavity detuning. The nonlinear
effects here described can always be observed provided that
radiation pressure and photothermal effects are sufficiently
strong to change the cavity resonance by at least one half
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FIG. 6. (a) Hopf bifurcation boundary (solid lines) for different
values of Q. The dotted line represents the curve C=0. (b) Enlarge-
ment of the bifurcation boundary region for the values of Q corre-
sponding to the time series in Figs. 7 and 8. The dashed line is the
stationary solution ¢, for an injected power of 0.5 mW. For each
value of Q, the stability domain consists of a small region around
the dotted line limited by the corresponding bifurcation boundary
(solid lines).

linewidth A (i.e., @ and B must be of the order of 1).

B. Overdamped system: 0=1

In this section we discuss the dynamic regimes of our
system obtained by numerical integration of Egs. (9a)—(9c).
We first consider the overdamped case Q=1 and an injected
power of 0.5 mW. The temporal series of the system vari-
ables ¢ and @ for different values of &, are reported in Fig. 3.

Far from resonance ¢ and 6 are constant in time (stable
steady state). In correspondence of a critical value of &), a
supercritical Hopf bifurcation occurs and a quasiharmonic
limit cycle develops [Fig. 3(a)]. The amplitude of the cycle
depends on the distance from the bifurcation point and its
frequency is given by the imaginary part of the linear eigen-
values of the stationary solution. Further increasing of &,
leads to an abrupt change in the amplitude and the shape of
the Hopf limit cycle [Fig. 3(b)] and we observe a series of
upward pulses. Likewise, the frequency of the oscillations
experiences a sudden change from the Hopf value to the
relaxation oscillation frequency. The corresponding phase-
space trajectory partially follows the repelling part of the
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slow manifold [right panel of Fig. 3(b)]. For slightly higher
values of &, the time series of the fast variable ¢ [Fig. 3(c)]
consists of a square-wave-like oscillation displaying abrupt
jumps between intervals of slow dynamics with 50% duty
cycle.

By further increasing &, the reverse sequence is observed:
oscillation of downward pulses [Fig. 3(d)], a quasiharmonic
limit cycle [Fig. 3(e)] with an offset respect to that in Fig.
3(a) and finally a new stable steady state is reached.

This sequence of dynamic regimes, as well as the corre-
sponding phase portrait projection compared to the slow
manifold, are fully compatible with the transition between
the two stable branches of the vdPFN model (2) as the con-
trol parameter a is varied in the interval [-1,1].

Of particular interest from a dynamic point of view is a
small range between the Hopf small-amplitude limit cycle
and the relaxation-oscillations regime. In this parameter re-
gion, when the unstable steady state is in the neighborhoods
of the fold points there are trajectories that do not jump im-
mediatly to the other attractive branch, but follow the repel-
ling part of the slow manifold for a certain amount of time
(canard orbits). Some of these solutions are shown in Fig. 4
where the parameter &, is finely varied [an example is also in
Fig. 3(b)]. For higher values of &, i.e., just beyond the Hopf
quasiharmonic regime, the trajectories cross one of the fold
points and continue moving on the slow time scale along the
unstable portion of the slow manifold almost until the other
fold point. As &, is decreased, the amount of time spent by
the system in the vicinity of the repelling part of the mani-
fold diminishes and the orbits approach the relaxation oscil-
lation full cycle.

Another important property of Egs. (2) is the excitable
behavior. In order to directly prove the existence of an excit-
able regime also in our system, we choose &, such that the
system is in its stable state and we apply a singular pertur-
bation of variable amplitude x,8(r—1,) to the right hand side
of Eq. (8). When the amplitude x, is lower than a critical
value, the system response is proportional to the applied
stimulus (dashed and dotted traces in Fig. 5). However, for a
sufficiently strong stimulus, the system recovers its stable
state by following a deterministic orbit that does not depends
anymore on the details of the perturbation. Note also that the
trajectories in phase space clearly display the canard struc-
ture with a slow departure from the rest state in response to
the applied perturbation.

In the presence of noise, unavoidable in the experiments,
we have observed in our numerical simulations phenomena
such as random excitable pulses, coherence resonance [30]
and phase locking of the noise-induced spikes to the Hopf
quasiharmonic oscillations [6]. Such effects are a straightfor-
ward consequence of the vdPFN scenario. Although their
complete characterization goes beyond the purpose of the
present work, their occurrence is a further confirmation of
the compatibility between the vdPFN model and the dynam-
ics of our system.

C. Dynamics for 0 >1

In this section we present the study of the effects of a
mechanical quality factor Q>1 on the self-oscillating re-
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gime and on the excitable properties of our system. The
question is whether the slow-fast characteristics of the relax-
ation oscillations can be observable also in presence of a
nonoverdamped response to the forcing term aP, and how
this can affect the phase-space orbits.

We first consider the limit Q —oo: in this case both the
bifurcation boundary and the frequency of the Hopf limit
cycle can be calculated in explicit form

¥=1+Cé,,

B

(2%

C?¢2=0.

Since ¢, >0 for P;,>0 we have that —(8/ a)C?¢* <0 except
on the line C=0 where it is equal to zero. Since there is no

stability change of the fixed point and the steady state solu-

tion is always unstable, the system always exhibits periodic

oscillations, with a frequency which is equal to the natural

irzequency of the oscillator on the curve C=0 (if C=0, then
=1).

For finite values of Q, the Hopf bifurcation boundaries are
reported in Fig. 6. We can observe [see Fig. 6(a)] that by
increasing Q the oscillations region becomes larger and the
bifurcation boundaries asymptotically tend to the line C=0,
narrowing the domain in which the steady state solution is
stable.

By numerical integration of our model it can be seen that
Q factors of the order of few tens (Q=~50 or larger) are
already sufficiently large to induce oscillations whose fre-
quency is almost equal to ). In this case relaxation oscilla-
tions and excitability disappears and the only nontrivial so-
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lutions are quasiharmonic oscillations at frequency close to
Q.

Interesting dynamics, however, can be found for interme-
diate values of Q, for which both the slow-fast properties and
the damping term of the oscillator play a role in determining
the system phase-space trajectories. For Q=5 [Fig. 7(a)] the
temporal series exhibit relaxation oscillations, although when
the system jumps from one stable branch to the other, it
relaxes towards the slow attracting manifold through fast-
decaying oscillations. In a small range of &, values, just be-
yond the quasiharmonic regime, canard orbits occur. We re-
mark that for Q=5 the system relaxes almost completely
between one jump and the other, while for higher values of
0, the jumps occur before a complete relaxation towards the
slow attracting manifold is reached [see Fig. 7(b)].

In spite of the clear differences with respect to the over-
damped case, for these values of Q we can still recognize the
typical phase-portrait structure of relaxation oscillations. On
the other hand, for Q=20 [Fig. 7(c)] we cannot distinguish
the slow-fast characteristics of the trajectories, whose period
is already only slightly larger than 27/(), although the sys-
tem maintains an abrupt transition between a small ampli-
tude limit cycle and high amplitude oscillations as well as its
excitable features.

In order to characterize the excitable response for differ-
ent values of the mechanical quality factor, we fix the param-
eter &, such that the system is close to the Hopf bifurcation
point for each value of Q [see Fig. 6(b)]. We then apply a
singular perturbation with amplitude sufficiently high to
force system to emit a pulse. In agreement with what we
have observed in the self-oscillating regime, the system re-
laxes towards the attracting branches of the slow manifold
through damped oscillations whose amplitude and decay
time increases with Q. As we can see in Fig. 8, when these
damped oscillations become stronger the system returns back
to its rest state before reaching the fold point of the “higher”
attracting branch.

D. Canards and realistic photothermal response

‘We now consider a more realistic model for the photother-
mal frequency response. As mentioned before, the behavior
of a cavity undergoing photothermal effect is well described
by the frequency dependent curve G(@). Since the imple-
mentation of such a frequency dependence in our evolution
equations is rather complicated and would require a strong
numerical calculation effort, we adopted an approximated
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expression of Eq. (5) given by a sum of single-pole low-pass
functions. Therefore the model reads

<'/3+é<ﬁ+¢=aP, (18a)
6,=—&,@,(60,+ BBP), (18b)
P= ! (18¢)

N 2°
1+<50+¢+2 91')

i=1

where (3; and g; are determined by a fitting procedure of
G(®) [31], ®,=w./Q and B=BAP,,/A.

This model, and its analysis, is more complicated than the
simple single-pole approximation and we deserve its com-
plete characterization for future studies where it will be com-
pared directly to the experiment. However, some qualitative
considerations can be expressed. We point out that the key
parameters here are the time scales €;w,. and the photother-

mal expansion terms 3;B. In the limit case of @,=0, we can

plot the slow manifold S=[(¢,0,v) e {v=0}N{F(¢,0)
=0}] where ®=3Y 6, in the (¢,®) plane and calculate its
stability as in the single-pole case. Regarding the slow sub-
system equations, we remark that although not all the &;®,
are small, higher g; are associated to lower values of g; (i.e.,

B;B<1), thereby their contribution to the system dynamics is
less important. In Fig. 9 we show the system time series in
the canard regime, obtained by numerical simulations of Eqs.
(9b) and (18a) for a fixed value of the control parameter &,.
We have used the experimental values taken from Ref. [16]
of w.,=2mxX3Hz and B=15X10""m/W, with P,
=0.5 mW and the usual parameters for the optical cavity and
the oscillator. While some differences in the shape of the
pulses in Figs. 9(a) and 9(b) can be observed, the period and
the amplitude of the oscillations are quite similar, provided
that the photothermal parameters in the model (9a)—(9¢) are

readjusted to some effective values of e=~0.2w,. and S

~2.6B. These results indicate that the main features of the
previously observed dynamic scenario are maintained: hence
in order to understand such nonlinear phenomena either from
a physical and dynamical point of view, the model (9a)—(9¢c)
is useful because it gives a simple description of the physical
mechanisms underlying canard orbits and excitability in our
system. On the other hand, the model (18a)—(18c) can be
used for a better quantitative comparison with experiments,
providing important indications about the parameters regions
in which interesting dynamics can be found.

VI. CONCLUSIONS AND FUTURE PERSPECTIVES

We have shown that in high-finesse Fabry-Perot cavities
the competition between radiation-pressure and photothermal
effects can lead to canard oscillations and excitability occur-
ring in the vicinity of a supercritical Hopf bifurcation. The
transition between the Hopf-quasi-harmonic limit cycle and
canards oscillations, as well as the dynamic regimes ob-
served in our system, appear in an order compatible with the
scenario of the vdPFN model. Beyond the interest of these
phenomena from a physical and dynamic point of view, their
characterization in our nonlinear optical cavity is critical for
experiments involving high sensitivity interferometric dis-
placement measurements, as those necessary for gravita-
tional waves detection.

In a different range of parameters of the mechanical os-
cillator, preliminary numerical studies indicate also the exis-
tence of different dynamic regimes such as mixed mode os-
cillations [32] and aperiodic spiking. The theoretical analysis
of such dynamics as well as the experimental study of the
phenomena reported in the present paper will be the subject
of future works.
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