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We recapitulate and generalize the concept of the freezing-melting hysteresis that attributes this phenomenon
to a free-energy barrier between metastable and stable states of pore-filling material. In a phenomenological
description, we show that under commonly encountered conditions, this renders the freezing-point depression
�Tf defined by the surface-to-volume ratio S /V, whereas the melting-point depression �Tm by the mean
curvature � of the pore surface, with �Tm /�Tf =2��V /S�. Employing 1H NMR cryoporometry, we experimen-
tally demonstrate the linear correlation between �Tm and �Tf for several liquids with different �Tf ,m imbibed
in controlled pore glasses. The results compare favorably to the morphological properties of the glasses
determined by other techniques. Our findings suggest a simple method for analyzing the pore morphology from
the observed phase transition temperatures.
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I. INTRODUCTION

Because of their high acquired surface-to-volume ratio
S /V, small particles or wetting materials confined in small
pores melt and crystallize at temperatures well below their
bulk melting point T0 �1,2�. Solid-solid �3� and glass �4�
transitions are known to be similarly affected. Ultimately,
this behavior is caused by the presence of surface that, com-
pared to bulk, introduces excess energy for the solid and,
thereby, shifts the liquid-solid equilibrium toward the liquid
state. It can be shown �5� that, for condensed phases �liquid
and solid�, the excess energy is equal to the total surface free
energy that is, in turn, proportional to S /V. The shift of the
solid-liquid equilibrium point Teq is conventionally evaluated
via a characteristic pore size

Teq − T0 = −
v�slT

0

�H

1

�pore size�
, �1�

where �sl is the surface free energy �J�m−2� of the solid-
liquid interface, v the molar volume, and �H the latent heat
of melting. Equation �1� is referred to as the Gibbs-Thomson
equation by analogy with that well known from the nucle-
ation theory �5�. There is, however, a long history and a rich
variation in the literature as concerning the exact dependence
of the temperature shift on pore dimensions in Eq. �1� �see,
for example, Refs. �2,6,7��. One of the reasons for this diver-
sity and disagreement lies with different approaches to deter-
mining the excess energy; in Sec. II we consider this point in
more detail.

It has also long been known that freezing within pores
occurs at a lower temperature than melting; the phenomenon
is called the freezing-melting hysteresis �3,7–23�. Despite its
direct bearing on a wide spectrum of phenomena �such as
frost damage �24�, frost heave in soil �25,26�, ice formation
in microorganisms and tissues �27�, and cryo- and ther-
moporometry �7,11,15,23,28–31��, the precise nature of the
hysteresis remains, at present, controversial, all the more so
as authors consider different conditions under which freezing
occurs �28,32�. There are three major avenues for rationaliz-
ing the freezing-melting hysteresis. The first one simply sees

the hysteresis as an uncontrollable delay by homogenous
nucleation on cooling, well known for bulk liquids �binodal
versus spinodal� �3,28,33�. The second family of explana-
tions associates the hysteresis to pore-blocking effects on
penetration of a solid front into pores; the simplest version of
this approach is the so-called ink-bottle mechanism of hys-
teresis �20,25,29�. The third concept, less directly but also
related to the solid front propagation, attributes the hysteresis
to a free-energy barrier, which separates metastable states of
a confined material from stable ones �6,34–38�. This concept
is related to the earlier approach by Broekhoff and de Boer to
gas adsorption-desorption hysteresis �39�. A validity of as-
sumptions and range of conditions under which a particular
mechanism of hysteresis predominates are not fully explored
and require additional study.

In the present work, we recapitulate and generalize the
third concept of the hysteresis. We show that under com-
monly encountered conditions, the hysteresis can be readily
explained by different paths along which solid-liquid inter-
face propagates during freezing and melting. Within this ap-
proach, the hysteresis is considered as a result of pore
curvature-induced metastability of the solid phase and,
thereby, is an intrinsic property of the system defined by the
pore morphology and the interfacial interactions. In Sec. II,
we develop a simple phenomenological model of the
freezing-melting hysteresis for an open-ended pore. The
model employs a formalism of equidistant surfaces, which
allows us to express the free energy of a confined system as
a function of a single parameter for an arbitrarily shaped
pore. In Sec. III, we experimentally verify the predictions of
the model by using several different liquids confined in con-
trolled pore glasses �CPG�. In Sec. IV, we also discuss some
experimental results from the literature that are clarified in
our description.

II. THEORY

Consider an arbitrarily shaped pore with volume V and
surface S that is filled by a solid core surrounded by a liquid
layer of width t, as shown in Fig. 1�a�. We assume that the
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liquid wets the pore wall and that the pore is sufficiently
large for the pore-filling material to have thermodynamically
well-defined and single-valued properties. Hence, pore sizes
in the order of a nanometer or less are beyond our treatment
and more accessible to simulation studies �40,41�. The Helm-
holtz free energy of the system is �6,35–38�

F =
�sVs

vs
+

�l�V − Vs�
vl

+ �slSs + �lwS + ��Se−t/�

− psVs − pl�V − Vs� . �2�

We use the Helmholtz potential because there is a curvature
dependence of pressure ps,l associated with solid �s� and liq-
uid �l� interfaces, so phase transitions in the system are not
necessarily isobaric. On the other hand, we neglect changes
in volume of the system upon phase transitions. Hence, it is
the Helmholtz free energy that seeks a minimum for the sys-
tem to be in equilibrium. The first two terms in Eq. �2� are
the volume free energies of the solid and liquid phases, �s,l
their chemical potentials, and vs�vl=v, and the next two
terms the free energies of the solid-liquid �sl� and liquid-wall
�lw� interfaces. The exponential term accounts for the short-
range ���� surface-induced perturbation in the liquid
�42,43�. ����sw− ��sl+�lw� is the free energy that a solid-
wall interface has in excess over a liquid-covered wall in

contact with the solid core �for wetting liquids ���0
�43–45��.

Further evaluation requires two considerations. First, the
free energy of incompressible materials cannot depend on the
pressure and, thereby, any pressure �including the pressure
exerted by the curved interface� dependence of the various
terms in Eq. �2� must cancel �5,36�. The validity of this as-
sumption also depends on the magnitude of difference be-
tween vs and vl and the pore size that defines the magnitude
of the excess pressure; hence, the absence of significant pres-
sure terms can be experimentally tested �see Sec. III�. Sec-
ond, since the temperature dependence of the chemical po-
tential �5,36,38� is in first order

�s − �l = �H�T − T0�/T0, �3�

the t-dependent part of F becomes

F�t,T� =
�H

v

T − T0

T0 Vs�t� + �slSs�t� + ��Se−t/�. �4�

F�t ,T� is illustrated in Fig. 1�b� for a water-filled cylindrical
pore. At low temperatures, it has two local minima: the mini-
mum at t=r corresponds to a pore filled by liquid, while the
minimum at t=	�� ,T��0 to a pore that is, except the non-
freezing film of width 	, filled by solid. This film between
the solid core and pore wall is a direct consequence of the
short-range ���� surface-induced perturbation, and its exis-
tence at temperatures far below the bulk freezing point has
been amply demonstrated �43,46–49�. The presence of this
nonfreezing film at the pore surface is a fact of crucial im-
portance for our model.

The energy barrier between the minima reflects the com-
petition between volume and surface contributions to F; a
well-known analogy exists in nucleation theory �5�. Consider
here the temperature dependence of F�t ,T�. By starting from
the frozen state at T1 and increasing temperature, we reach
the solid-liquid equilibrium point T2, where the two corre-
sponding minima of F are equally deep. However, melting
cannot occur at this temperature because growing the liquid
phase from the nonfreezing film at the pore wall would ad-
vance the liquid-solid front along increasing t. Since this has
a free-energy penalty, melting will not start until approxi-
mately T3, where thermal fluctuations are sufficient to sur-
mount the energetic barrier �50�. This temperature is hence
associated with the melting point of pore solid, Tm=T3, while
from T2 to T3 the pore filled with solid is metastable. Upon
cooling down from T4, where the pore is filled by liquid, the
freezing temperature depends on whether solidification takes
place in the presence of preexisting crystallites adjacent to
the pore or it requires supercooling and nucleation. Under
the former condition �i.e., no nucleation barrier�, the material
freezes at the equilibrium point Tf =T2. This condition may
be encountered if one uses an excess �outside but in contact
with the pores� of material so that solid can be first formed
out of the pore space. Since we do so here, we refer to T2 as
the freezing temperature Tf.

Tf and Tm so defined can be expressed by using conditions
for the extrema and inflection point of F�t ,T�, respectively,

FIG. 1. �Color online� �a� Cross-sectional view of a pore filled
by a solid core and a liquid layer of uniform width t. �b� The free
energy of water for a unit length of a cylindrical pore of 36 nm
radius as function of t and temperature T, as provided by Eq. �4�
with ����sl=30 mJ/m2 �63,64� and �=0.4 nm �roughly two mol-
ecules thick�. The metastable region providing the freezing-melting
hysteresis is hatched.
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F=0 and F�=0 at T=Tf; while F�=0 and F�=0 at T=Tm.
This results in

Tf − T0 � �Tf = −
v�slT

0

�H

Ss + �Ss�

Vs + �Vs�
, �5a�

Tm − T0 � �Tm = −
v�slT

0

�H

Ss� + �Ss�

Vs� + �Vs�
, �5b�

where functions Ss=Ss�t�, Ss�=Ss��t�, etc., are evaluated at t
=	. Although our assumption of a solid-liquid interface equi-
distant to the pore wall may not be completely valid, we
expect no significant effects as long as �S /�V
1/	, a con-
dition that must independently prevail for our phenomeno-
logical treatment. Note also that the representation of F as a
function of a single parameter t, leading to Eq. �5�, is valid
only in the range of t, where Ss�t� and Vs�t� are well defined
�51�. For complex pore shapes �and, in particular, those with
concave sections of pore walls�, that may limit t to rather
small values. Nevertheless, since melting is defined by the
behavior of functions Ss�t�, Ss��t�, etc., in Eq. �5� at t=	�0,
this representation may suffice for determining �Tm. On the
other hand, �Tf is determined by the free-energy equality in
two states of the pore-filling material that is well defined for
any pore shape.

For pore sizes much above 	 and, hence �, lowest-order
approximation in Eq. �5� yields

�Tf � −
v�slT

0

�H

S

V
, �6a�

�Tm � −
v�slT

0

�H

�S

�V
. �6b�

In contrast to previous treatments �6,36–38�, Eq. �6� is ap-
plicable to any particular pore geometry with competitive
volume and surface contributions to the free energy such that
F has a local minimum at t=	.

Clearly, either of Eqs. �6a� and �6b� reproduces the in-
verse size dependence in Eq. �1�. We remark here that ex-
pressions similar to Eq. �6a� are widely used for evaluating
pore size distribution but often from �Tm instead of �Tf;
such an interpretation of the melting point generally leads to
a size overestimate. Another inconsistency in the literature is
when �Tf is defined by Eq. �6b� with �S /�V term arising as
the curvature of a solid-liquid front �instead of the curvature
of the pore wall� propagating along a cylindrical pore of
radius r �52�. Occasionally, since the corresponding solid-
liquid front is hemispherical with �S /�V�sphere�
=S /V�cylinder�=2/r, a numerically correct result is ob-
tained.

In numerous works, principally originating from those by
Pawlow �53� and Rie �54�, the shift of Teq is regarded as an
effect of the excess pressure exerted on the system by the
curved interfaces. Such an approach exploits the Laplace-
Young equation and leads to expressions for Teq analogous to
Eq. �6a� but with different numerical factor �7,25,55,56�. We
stress that in the case of incompressible phases, there is no
net work done by pressure, which thereby cannot change the

free energy upon changing surface area �36�. In other words,
the excess energy and the shift of Teq are caused by molecu-
lar interactions, including the short-range ���� perturbation,
in the interface region while cohesive interactions in the core
may be treated as unaffected by the surface. Hence, under the
conditions considered here excess-pressure-related treat-
ments �7,55,56� cannot yield correct results. We do not dis-
cuss here three-phase models �28,53,57�, where Teq is as-
sumed to be a solid-liquid-vapor equilibrium point �a triple
point�, which is not obtained in our case.

Using Steiner’s formula for equidistant surfaces �see the
Appendix�, one can rewrite Eq. �6b� as

�Tm = −
v�slT

0

�H
2� = �Tf

2�V

S
, �7�

where � is the integral mean curvature of pore surface, �
= �1/2S�	S�1/r1+1/r2�dS, with the principal radii of curva-
ture r1 and r2. This result has several important implications.
Since for any pore 2��S /V �2�V /S=2/3 for a spherical
and 2�V /S=1/2 for a cylindrical pore, while �=0 for planar
surfaces�, one obtains a freezing-melting hysteresis with
�Tm��Tf. On the other hand, for a material with the value
of v�slT

0 /�H known, Eqs. �6a� and �7� provide two different
parameters of morphology, S /V and �. Even with unknown
material properties, Eq. �7� enables a qualitative analysis of
pore morphology by evaluating �Tm /�Tf=2�V /S and com-
paring this ratio to that for model geometries.

III. EXPERIMENT

We have tested Eq. �7� under experimental conditions that
closely correspond to our initial assumptions. Controlled
pore glasses �CPGs� �58� made into porous grains
��120–150 �m� with nominal pore diameters of 23.7 and
72.9 nm �referred to below as CPG237 and CPG729, respec-
tively, with properties in Table I� were selected for our ex-
periments. Because of the relatively large ���� pores, mate-
rials confined in them retain their thermodynamic constants
measured in bulk �30,59�. Four liquids, all wetting, have
been used for filling the CPGs: water, benzene, cyclohexane,
and cyclooctane, with a wide spread of values of v�slT

0 /�H
�Table II�. To measure �Tm and �Tf, we have employed
NMR cryoporomety �46,60,61�. A particular liquid was
added to �20 mg of CPG placed in an NMR tube, always
with some �15–30 %� excess over the amount required for
the pore saturation. Then the tube was sealed and centrifuged

TABLE I. Properties of CPGs as supported by the manufacturer
�Millipore Corporation�.

Label
d0

a

�nm�
Vb

�10−6 m3/g�
S /V

�106 m−1� c

CPG237 23.7 0.95 82.9 0.68

CPG729 72.9 0.75 33.2 0.62

aMean pore diameter.
bSpecific pore volume.
cPorosity.
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during 4 h to remove possible air plugs in pores and promote
liquid penetration. Besides suppressing supercooling �see be-
low�, the excess material provided the bulk melting point;
that is, in-sample temperature calibration.

The NMR measurements were carried out on a Bruker
DMX200 spectrometer with a BVT-3000 temperature con-
troller. The integral intensity of the 1H NMR signal of the
liquid phase was measured as a function of temperature as
the sample was warmed or cooled. To separate this signal
from that of solid, a T2-filter was used based on the Carr-
Purcell-Meiboom-Gill �CPMG� spin-echo pulse sequence
�61� with a relaxation delay of 4–40 ms, depending on the
liquid.

The temperature course during the experiment was as fol-
lows. The sample was initially cooled to T=240 K to get all
the liquid frozen and then warmed up to slightly below the
respective T0, so that the bulk material outside the grains
remained frozen. Thereafter, the samples were cooled down
with a small decrement �0.1 K in the liquid-solid transition
region and 0.5–1.0 K far from that�. The measurements were
performed with a long-enough ��10 min� waiting time at
any temperature to achieve equilibrium. When the liquid
fraction was no longer detectable, the temperature was low-
ered down to T=240 K and then raised slowly to record the
melting path.

Changes in the liquid signal intensity under different cool-
ing conditions are illustrated in Fig. 2. Clearly, the initial
freezing is nucleation controlled: the sample had to be super-
cooled down to 260 K for any of the bulk or confined water
to freeze �upper curve in Fig. 2�. The temperature at which
freezing commenced starting from an “all-liquid” condition
varied between separate experiments on the same CPG; this
is another hallmark of nucleation control. But if the excess
bulk water was kept frozen, the confined liquid would freeze
�lower curve in Fig. 2� at exactly reproducible temperatures
as defined by Eq. �6a�.

Note that our cooling-warming rates �0.1 K/ �10 min� in
the transition regions were at least two orders of magnitude
slower than those in comparable calorimetric studies
�6,7,11,15,23,28,29�. As another kinetic aspect, CPGs pos-
sess a multiconnected pore space. Moreover, there are a mul-
titude ���D /r�2, where D and r are the grain and pore sizes,
respectively� of starting points for solidification on the grain
surface that is in contact with the frozen excess material.
Hence, bottleneck blocking �56,62� of most solidification
fronts that advance along different network branches does

not prevent some solidifications fronts reaching the grain in-
terior.

Typical NMR liquid intensity curves �with the freezing
branch corresponding to the lower curve in Fig. 2� resulted
from our experiment are shown in Fig. 3. Because of a dis-
tribution of pore properties, the phase transitions occur over
some temperature range; we define the average transition
temperatures by the inflection points of the respective curves.
Figure 4 provides the resulting �Tm and �Tf; as predicted by
Eq. �7�, they are linearly correlated and hence must be de-
fined by the same material properties but by different pore
characteristics. Comparing the slope values 0.56 for CPG237
and 0.57 for CPG729 to those expected for spheres
��Tm /�Tf =0.67� and cylinders �=0.5�, the average pore is
provided as close to cylindrical in accordance with previous
results �49� and with their random tube network appearance
�Fig. 5�. The same linear behavior for the two different pore
sizes implicitly also verifies our initial assumption about ne-
glecting excess-pressure-dependent terms in our free-energy
expression above �in this context, also note the different
signs of molar volume change for water and the other liq-
uids, Table II�.

From the experimental �Tf and �sl=30�10−3 J /m2 for
water �63,64� �that has, among our materials, the most reli-

TABLE II. Physical properties of the liquids used. Unless otherwise stated, data have been taken from the Crossfire Gmelin database.

Liquid Formula
v

�cm3/mol�
�va

�%�
T0

�K�
�sl

�mJ/m2�
�H

�kJ/mol�
Dipole

moment, D

Water H2O 18.1 9.2 273.2 30b 6.01 1.9

Benzene C6H6 89.5 −13 278.8 15–44c 9.87 �10−3

Cyclohexane C6H12 108.7 −6.7 279.9 4.6c 2.63 0.28

Cyclooctane C8H16 134.5 −7 287 1.99

aVolume expansion upon freezing at T0, �vs−vl� /vl, from Ref. �71�.
bReferences �63,64�.
cReference �30�, and references therein.

FIG. 2. Illustration of changes in the liquid signal intensity in
CPG237 filled with water with 100% excess to the pore volume, as
recorded on cooling at a constant rate of 0.04 K/s. Note that this
rate is much higher than that used for acquiring the data in Fig. 3.
Upper curve: both confined and excess water are initially in the
liquid state and freezing is nucleation controlled with corresponding
supercooling. Lower curve: excess water is frozen, and therefore,
no nucleation is required for the pore water to freeze.
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able value of �sl�, Eq. �6a� provides S /V=120�106 m−1 and
38�106 m−1 for CPG239 and CPG729, respectively. These
values are close to the figures specified by the manufacturer
from Brunauer-Emmett-Teller �BET�–type analysis of nitro-
gen adsorption data �see Table I�. The resulting integral mean

curvatures of CPG239 and CPG729 become �=35
�106 m−1 and 11�106 m−1, respectively.

IV. DISCUSSION AND CONCLUSIONS

Equation �6� states that Tf and Tm are sensitive to different
aspects of pore morphology, namely, Tf to the surface-to-
volume ratio while Tm to the curvature of the pore surface.
The physical meaning of this result can be illustrated for a
cylindrical pore. Upon freezing, liquid solidifies along the
pore from the end where the liquid was in contact with bulk
solid. Because the changes in the volume and surface energy
terms are the same at every step of solidification, there is no
energy barrier to surmount and freezing is nonlocal over a
continuous volume defined as a pore. The only condition for
that pore to freeze is a total reduction of the free energy that
is controlled by a parameter global to the pore �S /V�. On the
other hand, melting is initiated at the liquid film at the pore
surface �43,45� and propagates from the surface toward the
pore bulk. Up to Tm, the free-energy gradient at the solid-
liquid interface is locally unfavorable for melt propagation;
thus, melting is controlled by a parameter local to the surface
��S /�V�.

We take the good agreement between the S /V values of
CPG obtained here from �Tf and those from BET-type
analysis as a strong support for our model. An independent
test is provided by the melting behavior of metal films of
30–100 nm widths �65,66�. In contrast to grains �34,66,67�
where �Tm depends, as expected, on the inverse of grain
size, such films show no significant melting-point depres-
sion, as predicted by Eq. �6� applied to planar surfaces with
�=0. Similarly, our results provide an explanation for the
independence of the melting �but not the freezing� tempera-
ture of the degree of pore filling �19,30,68�. Finally, the lin-
ear correlation between �Tm and �Tf, which we have dem-
onstrated here, is also valid �though not evaluated that way�
for data obtained for water confined in porous silica materi-
als �see Tables 4 and 2 in Refs. �11,19�, respectively�.

Our findings not only clarify the procedures for obtaining
pore size from freezing-melting behavior, but also suggest a
simple method for analyzing the pore morphology solely
from phase-transition temperature data. In particular, evalu-

FIG. 3. �Color online� Freezing-melting hysteresis of water con-
fined in controlled pore glasses of 23.7 nm �CPG237, �� and
72.9 nm �CPG729, �� average diameters. The solid and open sym-
bols denote the cooling and heating branches, respectively. Unlike
Fig. 2, the transitions occur upon quasiequilibrium conditions.

FIG. 4. The relationships between �Tf and �Tm for four liquids
imbibed in controlled pore glasses CPG237 �a� and CPG729 �b�.
The solid line is a linear fit with zero intercept, and the dashed lines
are predictions for cylindrical and spherical pores.

FIG. 5. Electron micrograph of a controlled porous glass from
Millipore Corporation �courtesy of Millipore Corporation�.
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ating �Tm /�Tf=2�V /S can provide valuable information on
pore shape that is, at present, available only either from
model-dependent computer simulations of gas-adsorption ex-
periments or perhaps from combining results of several dif-
ferent experiments, such as mercury intrusion and BET
analysis. To our knowledge, only a few, in our opinion in-
complete, attempts �6,7,9,11,15,23,29,37,38,62,69� have
been, hitherto, made in that direction.

Apart from the methodological aspects, a proper distinc-
tion between factors of freezing and melting is important in
analysis of a wide spectrum of phenomena with examples of
frost damage of building materials �24�, intracellular ice for-
mation and freezing injury in microorganisms �27�, and frost
heave �25,26�. In particular, our results have a bearing on
freezing and melting in materials with volume elements in
distinct size ranges, such as the pore liquid and the excess
liquid, in our case.

ACKNOWLEDGMENTS

This work has been supported by the Swedish Science
Council VR. O.P. thanks the Carl Tryggers Stiftelse for fi-
nancial support.

APPENDIX: STEINER’S FORMULA
(BASED ON REFS. [51,70])

Consider a compact surface �� enclosing a region �. The
area S of �� is S=	��dS=	�2r1r2d�, where d� is an area
element of �� on its Gaussian map �2 and r1 and r2 are the
principal radii of curvature. Let ��t be an equidistant surface
that consists of points whose oriented distance to �� is t.
Radii of curvature of ��t are r1+ t and r2+ t. Therefore, with
notation S�t�=S���t�, we obtain

S�t� = 

�2

�r1 + t��r2 + t�d� = S + 2�St + Gt2,

where �= �1/2S�	����1/r1�+ �1/r2��dS is the integral mean
curvature and G=	���1/r1r2�dS the integral Gaussian curva-
ture. If V is the volume of � and V�t� that of �t, then

V�t� = V + 

t0

t

S�t��dt� = V + tS + t2�S + 1
3Gt3.

At t=	�0, �S /�t=2�S and �V /�t=S.
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