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Modeling growth from the vapor and thermal annealing on micro- and nanopatterned substrates
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We propose a (1+1)-dimensional mesoscopic model to describe the most relevant physical processes that
take place while depositing and/or annealing micro- and nanopatterned solid substrates. The model assumes
that a collimated incident beam impinges over the growing substrate; scattering effects in the vapor and
reemission processes are introduced in a phenomenological way as an isotropic flow. Surface diffusion is
included as the main relaxation process at the micro- or nanoscale. The stochastic model is built following
population dynamics considerations; both stochastic simulations and the deterministic limit are analyzed.
Numerical aspects regarding its implementation are also discussed. We study the shape-preserving growth
mode, the coupling between shadowing effects and random fluctuations, and the spatial structure of noises
using numerical simulations. We report important deviations from linear theories of surface diffusion when the
interfaces are not compatible with the small slope approximation, including spontaneous formation of over-
hangs and nonexponential decay of pattern amplitudes. We discuss the dependence of stationary states with

respect to the boundary conditions imposed on the system.
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I. INTRODUCTION

In the last years a large amount of theoretical and experi-
mental work has been done in the field of interface dynam-
ics. The central motivation for these efforts has been mainly
related to producing high quality deposited films for different
technological applications.

Theoretical work has been performed with different aims
and tools. There are at least three different perspectives
clearly identified: (A) cellular automata discrete models
[1,2]; (B) stochastic differential equations (SDEs) [3-6]; (C)
multiscale modeling [7]. The theoretical work differs not
only in the methods and assumptions but also in aims.

Theoretical work of types A and B has focused in devel-
oping discrete and continuous models that can describe in-
terface evolution for different growth processes such as va-
por deposition, sputtering, chemical vapor deposition,
molecular beam epitaxy, electrodeposition, and sedimenta-
tion, while much of the experimental work has been mainly
conceived to verify the validity of those models. Most of
these works have been done under the framework of dy-
namic scaling concepts [8,9]. Using this approach different
growth models in the time-asymptotic limit have been
grouped into “universality classes” in order to understand the
physical processes (surface diffusion, evaporation-
condensation, the presence of concentration or pressure
fields) that control interface properties (and film quality).
Growth models and experiments have mainly been made for
deposition on planar smooth substrates, and in most cases,
under the assumption of growing interfaces with small slopes
and without holes and overhangs.

The rapid development of technology toward miniaturiza-
tion, particularly nanotechnology, has opened a new scenario
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for the study of interface dynamics involving nanostructured
substrates with different shapes (and aspect ratios) and the
deposition of small amounts of material. These two facts lead
to important differences with respect to traditional work in
this field: (1) the small slope approximation could be no
longer valid; (2) crossover regimes become important be-
cause the system is far from the asymptotic limit [10]. Here
the central problem is to control the shape of the deposited
layer during the growth process. In fact, in many cases it
could be important to reproduce the shape of the nanostruc-
tured substrate in the deposited film (self-preserving growth)
while in others it could be important to modify it in a con-
trolled way (for instance by changing temperature [11] or
deposition rate) the initial shape leading to different architec-
tures. Recent comparison of SDE models with experimental
results [12] concerning patterned surfaces of technologically
relevant thickness have shown that, despite the number of
free parameters available, these models fail to capture essen-
tial features of the dynamics.

The modeling of technologically relevant situations has
received far less attention than universality classes. New
models are expected to have the following properties.

(1) The ability to deal with patterned surfaces with any
slope, and multivaluated surfaces.

(2) Incorporation of measurable constants, such as surface
diffusion rates.

(3) Inclusion of the different processes in independent
form (models of type A present no diffusion in the absence of
deposition, for example), thus being useful in multistep pro-
cesses.

(4) Mesoscopic models should also incorporate stochas-
ticity specific of the physical processes, rather than the ex-
ternal noise considered in type B.
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(5) The link with the physical processes should be explicit
so that failure of the model can be traced back to inappro-
priate physical hypotheses.

Within this perspective, only the multiscale model [7] is,
to our knowledge, compatible with this program. Addition-
ally, we also expect the formulation to be sufficiently simple
and compact to allow for some global (theoretical) under-
standing beyond simulations.

In this context, in this paper we introduce a model espe-
cially concerned with the study of two of the most important
physical processes that take place while depositing and an-
nealing over micro- and nanostructured materials. The model
is constructed from geometrical and physical considerations,
as well as basic population dynamics, i.e., stochastic pro-
cesses of discrete events.

Concerning deposition processes, we discuss the shape-
preserving growth mode, the spatial structure of noise and
the coupling between shadowing effects and fluctuations.
With respect to annealing processes over micro- and nano-
structured substrates, we found, away from the small slope
approximation, interesting deviations from predictions of lin-
ear surface diffusion theory, including a spontaneous genera-
tion of overhangs and nonexponential decay of pattern am-
plitudes. Finally, we discuss the approach to the stationary
state in the asymptotic limit, and the role of the boundary
conditions imposed on the system.

The rest of this paper is organized as follows. In Sec. II
we discuss the basic physics of the model; numerical issues
are discussed in Sec. III; in Sec. IV we present analytical
results for some limit cases of the model; in Secs. V and VI
we present numerical results on the processes of deposition
and thermal treatments, respectively. Finally, Sec. VII pre-
sents a summary and concluding remarks.

II. DEFINITION OF THE MODEL

A. Physical processes relevant to the description

In this section we discuss the physical motivation of the
model. Let us consider a substrate immersed into a vapor at
a certain pressure, while a collimated beam of particles is
directed to the substrate, from an arbitrary incidence direc-
tion. Molecules from the incident beam may collide against
the background vapor molecules. We assume that molecules
in the vapor are chemically inert with respect to the mol-
ecules in the beam and in the substrate.

When a particle from the incident beam impacts onto the
substrate, it may get stuck on it (inelastic process), or it may
be reemitted (elastic process). The probabilities associated
with these events depend on the energy of the incident par-
ticles, the substrate temperature, the chemical nature of the
involved species, the local crystalline structure in the impact
region, etc. Nevertheless, in this work we do not attempt to
solve this complicated quantum-mechanical problem, and we
mask all these effects under a phenomenological parameter:
the sticking coefficient S, which represents the probability
that the collision of a particle from the incident beam with
the substrate to be inelastic. Therefore, 1—-S will be the re-
emission probability.
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We elaborated a (1+1)-dimensional model for two rea-
sons: In the first place, we do not want to obscure under-
standing due to an overloaded notation, and secondly, be-
cause many systems in which our model could be useful
have translational invariance in one direction, and thus the
relevant system is really 1+ 1 dimensional. However, most of
our results and conclusions can be extended to the
(2+1)-dimensional case.

Let us consider an interface element AS: particles that
travel ballistically through the vapor with no scattering event
impinge on it, and, therefore, they have a well-defined inci-
dence direction. These particles form what we shall call di-
rected flow. Moreover, some of the particles that impact onto
AS may come from random directions after experiencing one
or more scattering processes (through collisions with vapor
molecules or scattering due to reemission [13,14]). These
particles form what we shall call random flow.

At the submicrometer scale, the most important transport
process is surface diffusion (evaporation-condensation pro-
cesses dominate at a larger scale). Among the most important
simplifications imposed on the model, we can mention the
following: the model does not include bulk diffusion effects,
nor internal stress fields. Moreover, no crystalline properties
are taken into account; thus it is expected that the model
could be applied to amorphous solids and polycrystalline sol-
ids with a relatively small grain size.

B. Stochastic evolution of the interface

Let us consider again a surface element AS in the inter-
face (described by a smooth curve on the plane), small
enough to be approximately contained in the tangent line at a

certain point P in AS. Let 7 be the unitary outward normal

vector to the curve at P and let d be the unitary vector di-
rected along the incidence direction, but in the opposite

sense. Thus, the directed flow can be written as —J d, where
J; 1s the number of particles that cross a transversal element
per length and time units. In the same way, the isotropic flow
can be characterized by J;. We assume that the overall sub-
strate is small as compared with the scales at which flows
change, or, equivalently, we assume that J; and J; are con-
stant over the complete interface.

The number of particles in the directed beam that impacts
on the element AS contains a factor of cross section [15]

cos vy, where 7 is the angle between n and c_f Thus, the num-
ber of particles aggregated onto element AS by inelastic col-
lisions in a time dt is

Nyep = (Sl 4c0s ye+ SJ)AS dt, 1)

where S, and S; are the sticking coefficients of the directed
and isotropic beams, respectively, while € is a function that
takes into account the eventual geometrical shadowing
[16-18] of the directed flow by other parts of the interface
(therefore, € will be a nonlocal function, depending on the
complete interface). Much writing is saved by introducing
the growth rate in the absence of shadowing
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F=(SJy+8J)o, (2)

where o is the average size of the particles in the flow, and
the fraction of random flow p is defined through the relation-
ship

SiJi

=—F. 3
Sily+ SiJ; ®)

p

It is a well-established fact that the surface diffusion cur-

rent is proportional to the gradient of chemical potential u,

and that this is proportional to the local interface curvature C

[8,11,19-21]. The number of particles that come in (or leave)

the element AS by surface diffusion is (by a direct applica-
tion of the Green’s theorem), at the first order in AS,

K&C
Ngip=— ;gAS dt, (4)

where K is proportional to the surface diffusion coefficient
[11,21], and s is the arc length parameter.

Evidently, N, and N are stochastic variables. In this
sense, we consider that Egs. (1) and (4) provide the average
of these stochastic quantities. We observe that the most rel-
evant contribution to the fluctuations come from the Poisson
process representing the arrival of particles approaching at a
constant rate to the surface. Following firmly established
knowledge in population dynamics [22-25] and considering
that only the arrival of a very large number of small particles
will modify the surface, the noise terms of the deposition and
diffusion processes respond to spatially uncorrelated stochas-
tic variables with variance equal to the flow arriving to the
surface element. This means that there are certain coeffi-
cients Cg,, and Cg;r so that

—
| 5Ndep| = Cdep V’Ndep (5)

1N, = Co) 25| g ©)
A =Car\| — | —|dt.
dif aif o | ds

We take Cg,,=Cr=1 in almost all cases, although this co-
efficients will be useful in Sec. VID to “switch off” the
noise by putting Cg,,=Cy;=0.

Further notice that Egs. (5) and (6) correspond to the fluc-
tuation of the number of particles arrived at the surface ele-
ment AS. The deterministic limit consists then in allowing
the particle size to decrease to zero while the number of
particles goes to infinity and the product of both quantities
(the layer thickness) is kept finite.

and

III. NUMERICAL IMPLEMENTATION

We assume that the interface between the growing solid
and the vapor can be described at time ¢ by a smooth para-
metric curve

r(s,1) = (r(s,1),r,(s,1)) (7)

where s is the arc length parameter. We take the x and y axes
parallel and perpendicular to the substrate baseline, respec-
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tively. To reduce border effects, we impose periodic bound-
ary conditions to the system. Other boundary conditions are
considered in Sec. VI D, when we discuss the long time limit
of annealing processes.

We take N points P; (i=1,2,...,N) sampled from the
curve. Each pair of consecutive points defines a segment S;.
The periodic boundary conditions identify the point to the

right of the Nth point with the point Py; therefore we have N
segments that conform to a piecewise linear function that is
close to the original interface in the usual sense of calculus.

In the previous section we showed how we obtain the
number of particles “incoming” or “outgoing” from a given
piece of interface AS due to the random and directed flows
and to surface diffusion. If A particles of size o get stuck
onto the segment S; of length AS;, this segment will be trans-
lated a distance UES)(S) =No/AS; following the local outward

normal to the interface. Computing the quantities UES) for
each segment, it is clear that we can update the complete
interface by moving each segment in this way. Nevertheless,
as Uf,S) are stochastic quantities, an update of this kind would
result in the loss of continuity of the piecewise linear func-
tion, or conversely, it would be necessary to add new seg-
ments “on the fly” as the interface evolves, to preserve the
continuity of the function. Thus, we found the first difficulty
in the implementation of the model: physically it is conve-
nient to consider how segments have to be updated, but from
a computational perspective, such a procedure is very unsuit-
able, since to get a continuous interface new degrees of free-
dom must be added, which leads to a rapid consumption of
the computational resources.

From a computational point of view, it is much more con-
venient to build an algorithm so that the updating is made
over points rather than over segments: updating N points we
obtain N points that define N segments, then the points and
segments numbers are conserved over the complete evolu-
tion.

To translate the computed segments update into points
update, immediately two alternatives emerge: Either we con-
strain the volume [or, more precisely, the area in our
(1+1)-dimensional model] to be conserved in each segment
or we make an average among neighboring segments. The
first option constitutes a nonlocal algorithm, in which all
segments are coupled. The second option results in a local
algorithm. We have compared the performance of both algo-
rithms: while they coincide in terms of the interface mean,
the nonlocal algorithm introduces a fictitious high frequency
noise (the nonlocal algorithm violates the “causality law”),
being, thus, inappropriate to describe fluctuations. Therefore,
we only consider in this work the local algorithm, in which
point updates are obtained through the following relationship
of conservation of the average volume:

(P.N) _ U gs)ASi + Ul('f)lASi—l

(8)

We have indicated that the evolution of the interface pro-
ceeds in the direction of the local normal to the curve, a rule
that is based on symmetry arguments. Nevertheless, to be
rigorous, we have 2N variables [N vectors of two compo-
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FIG. 1. Above: Artifacts produced by the canonical update strat-
egy in situations where the evolution generates overhangs. Below:
Proper evolution with the normal update. Simulations correspond to
a pure directed flow in the direction indicated by the arrows. Pa-
rameter values were F=2, p=0, 6=50°, T=600, 0=0.1, Cg,
=Cgyy=1, and the total elapsed time was 400.

nents (r,,7,)] and only N constraints (8). Thus we can choose
freely the direction of the update vector. While the normal
direction is the proper update direction in most cases due to
symmetry reasons, there are situations in which other update
strategies may be preferred. For example, when the initial
interface can be described as a single-valued function f(x),
an update in the direction of the y axis is convenient, since
distances between neighboring points remain bounded from
below. This fact prevents the algorithm from running into
numerical instabilities that occur when points become too
close. In this sense, this update strategy leads to a more
stable algorithm than the normal direction update. For the
sake of brevity, we shall refer to the two update strategies as
“canonical” and “normal” updates.
For the canonical update, Eq. (8) becomes

PO _ UPAS; + USAS,.,
! 2dx ’

)

where dx is the distance between the abscissas of neighbor-
ing points.

It is important to notice that the canonical update has an
important limitation: it can only deal with single-valued in-
terfaces. Interfaces can be multivalued (i.e., they can have
overhangs) from the beginning of the process and overhangs
can also appear spontaneously in an initially single-valued
interface because of its own evolution. Therefore, in situa-
tions in which an overhang development is expected, the
canonical update produces artifacts in the evolution (see Fig.
1), and the normal update must be used.

In summary, in situations where there is no overhang de-
velopment we can use the canonical update which is gener-
ally more stable (of course when both strategies are appli-
cable, both will produce the same physical predictions, since
they are two implementations of the same model). However,
in those situations in which we must deal with multivalued
interfaces, only the normal update is acceptable.
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IV. FUNDAMENTAL DIFFERENCE EQUATION
AND ITS DETERMINISTIC LIMIT

After having discussed the physical aspects of the model
and their implementation issues, we can put all the informa-
tion together in an equation that summarizes the model (in
the normal update approach):

- ) #C
U7 (t—t+dt)= Fp+F(1—p)cos(y)e—KP dt
s

e \JUEp+ F1 = preostnd 22

2Ko 1 9C) }” 10
* N as)?| a5 | 4™ (10)

where 7y is the angle between the local normal 7 and the
vector d=(sin 6,cos 6), 6 is the angle between the normal to

the substrate and d measured in a clockwise fashion, while #
and ¢ are independent random variables, with mean equal to
0 and variance equal to 1.

Equation (10) is a stochastic, state-dependent, vectorial
equation that provides a general framework for modeling
film solid growth from vapor deposition in the presence of
surface diffusion. Contrarily to the usual assumption in the
literature [8,9,26] of state-independent noise, in Eq. (10)
noise terms depend on the state, i.e., noise depends on the
properties (local and nonlocal) of the interface.

Equation (10) will be investigated in depth in the follow-
ing sections by means of Monte Carlo simulations. Never-
theless, before moving into the simulations, it is interesting
to study the deterministic limit, obtained in the “unphysical”
limit when the particle size o—0:

975, 1) f6>e

Py _(Fp+F(1 p)cos(y)e KO?S2 n. (11)
Equation (11) is a continuous “underlying” equation for the
model, since it does not contain any reference to the discreti-
zation “steps” AS;. It is interesting to analyze in some detail
a few particular cases of Eq. (11).

When p=0 (we have only directed flow), Eq. (11) shows
different behaviors depending on whether the geometrical
shadowing is or is not important, i.e., depending on the shape
of the interface and on the incidence angle 6. If shadowing is
important, the areas of interface exposed to the flow will
grow, while the shadowed regions will not. For instance, if
we have a sinusoidal wave with an aspect ratio large enough
so that shadowing takes place under oblique incidence, the
peak-valley distance will increase continuously, i.e., growth
is unstable.

When there is no shadowing (i.e., e=1 over the complete
interface) and when there are no overhangs, it is convenient
to describe the interface as a single-valued function y(x). In
this way, the vectorial evolution can be replaced by a simpler
scalar evolution. In fact, let a(x) be the angle between the
local normal 7 and the normal to the substrate, measured in a
clockwise fashion. It is evident that
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dy(x,t
DD anfa(x.0] (12)
ox
while the no-overhang condition implies that —m/2

<alx,t)<w/2 V(x,t). By elementary geometrical consid-
erations it can be shown that a point in the interface updated

through ﬁgs)(tHHdt):UES)(tHHdt)ﬁ leads to increment-
ing y(x) by Ay, according to
US(t — t+di)

Ay =
Y cos(a)

(13)
Thus, when shadowing and overhangs are absent, Eq. (11)
has a scalar “counterpart”
dy(x,t) Fp+F(1-p)cos(y) — K&Clas?
a cos(a)

(14)

Equation (14) is nonlinear (mainly due to the term ¢*C/ds?)
and we did not attempt to find a full solution to it. On the
other hand, we analyzed a few particular cases that, never-
theless, are very important to understand many of the most
remarkable aspects of the evolution. For instance, when there
is no diffusion (K=0) the resulting equation is

dy(x,1) _Fp+ F(1 - p)cos(a - 6)
a cos(a)

. (15)

where we have used that cos(y)=cos(6-a). For a pure di-
rected flow (p=0), we have
dy(x,1) dy(x,t)

—=F 0) — F sin(60 .
P cos(6) sin(6) pe

(16)

The solution to the first-order linear partial differential equa-
tion if the initial interface is described by a function y(x) is
[27]

y(x,1) = F cos(0)t + yo[x — F sin(6)1], (17)

which means that the initial interface just performs a rigid
translation in the direction of vector d; this translation prop-
erty is the origin of the shape-preservation growth phenom-
enon, which we shall discuss in Sec. V A. When the flow is
purely isotropic (p=1), Eq. (15) turns into

ay F

at cos(a)

=F(1+y'?)"2, (18)
Under the hypothesis of small slopes (y’ <1) and expanding
to the first nontrivial contribution (1+y'?)"2~1+3y'2 we
obtain the deterministic part of the well-known (diffusion-
less) Kardar-Parisi-Zhang (KPZ) equation [3]. Then by vary-
ing the fraction p of isotropic flow, Eq. (15) bridges between
a KPZ-like evolution (18) and a shape-invariant evolution
(17). As is well known, KPZ-like evolution destroys the pat-
terns (fills the cavities due to lateral growth) after a certain
deposited thickness.

Under the small slope approximation, we can get an ap-
proximate solution in the presence of surface diffusion (K
#0) for pure directed flow (p=0), generalizing in this way
the result given by Eq. (17). In fact, under this assumption,
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the “complicated” term ¢°C/ds*> gets linearized *C/ds*
~ @yl dx*, and Eq. (14) becomes

dy(x,t) _ Iy(x,1) —Kﬁ

F 0) — F sin()———— .
cos(60) sin(6) Pe P

(19)
By a direct substitution into Eq. (19) we can see that a Fou-
rier mode of the initial interface Asin(kx) evolves at time ¢
into

Ftcos(6) + A exp(— Kk*f)sin{k[x — Frsin(6)]}.  (20)

Equation (20) is an interesting result since it shows that
every Fourier mode performs a rigid translation in the direc-

tion of vector d, coupled with an exponential decay whose
lifetime depends on temperature through the constant K and
on the wavelength \, which is proportional to \*.

It is important to stress that Eq. (20) was obtained in the
deterministic limit and in the small slope approximation. In
Sec. VI A we show the persistence of this result in the pres-
ence of noise, while in Sec. VI B we show how interesting
deviations take place when situations far from the small
slope approximation are considered.

V. NUMERICAL SIMULATIONS OF DEPOSITION
PROCESSES

In this section we begin to expose results from numerical
simulations of model. We have included the temperature in
simulations through the dependence of the surface diffusion
coefficient with temperature reported in [11] for copper. The
values of temperature must be translated into values of the
surface diffusion coefficient to apply our results to noncop-
per deposits. Unless other explicit indications are made to
the contrary, in this work we report distances in nanometers,
times in seconds, and temperatures in kelvins.

A. Shape-invariant growth and shadowing effects

An interesting phenomenon is that of shape-invariant
growth. Equation (20) indicates that, in the deterministic
limit, for pure directed flow the interface performs a rigid
translation coupled with a frequency-dependent decay by
surface diffusion. In terms of the complete equation, Fig. 2
shows an example of shape invariant growth.

Even in cases where initially no shadowing is expected,
shadowing effects can become important due to their cou-
pling with fluctuations. In this way, fluctuations originated by
deposition noise can be amplified by shadowing effects, re-
sulting in the development of large-scale instabilities. This
kind of instability can be suppressed by carrying out the
deposition at higher temperatures, since temperature-
activated surface diffusion filters high frequency fluctuations.
These effects are illustrated in Fig. 3, where shadowing-
fluctuation coupling promotes the triggering of instabilities
when the growth is made at 300 K, while no instability ap-
pears when the deposition process is made at 500 K.

Summarizing, to obtain shape-invariant growth the fol-
lowing conditions must be observed.

(1) Random flow must be suppressed as much as possible,
for example, by reducing the pressure in the deposition
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FIG. 2. Shape-invariant growth, obtained for a pure directed
beam with a direction indicated by the arrow. Parameter values
were F=1, p=0, 6=30°, T=400, o=1, Ciep=Cyif= 1, and the total
elapsed time was 600.

chamber to assure a large mean free path for the particles in
the incident beam.

(2) The initial geometry of the substrate and the incidence
angle must be such that shadowing effects are not important.

(3) Deposition rates must be small enough to constrain
fluctuations below a certain threshold.

(4) Temperature must be large enough to constrain the
fluctuations at values below those in which shadowing be-
gins to be relevant, but must be small enough to avoid an
important decay of the high frequencies of the interfaces.

Thus, to obtain the necessary conditions to get shape-
invariant growth, a careful analysis of substrate geometry,
temperature ranges, chemical nature of deposit, pressure
ranges, etc., must be made, which explains why the shape-
invariant growth is not so easy to obtain [28-30].

Experimental results showing shape-invariant growth on a
patterned Cu substrate and comparison with model simula-
tions have been presented in [31]. Shape-invariant growth

1 i T
Temp=300 K

y (nm)
T
|
|
L
.

2000, (1 3000 4000 5000
F T T T T T

T T T
Temp=500 K
3000 - -

y (nm)

1500 ~

O T e — T — e —

0 1000 2000 , (nm) 3000 4000 5000

FIG. 3. Above: Triggering of instabilities (stressed with dashed
boxes) by fluctuation-shadowing coupling at low temperatures
(300 K). Below: No instabilities occur at 500 K. The rest of the
parameters are F=10, p=0, 6=60°, o=1, Cg,=Cyy=1, and the
total elapsed time was 450.
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FIG. 4. Surface growth for slab pattern (B;=500 B;=1000). (a)
Corrugation (normalized amplitude) versus time at four different
temperatures. (b) Evolution of the deposited pattern.

and the triggering of instabilities by the interaction between
shadowing and random fluctuations was illustrated showing
good agreement between simulations and experiments.

B. Lateral growth of patterned surfaces

Direct flow promotes growth preserving the surface
shape. In contrast, isotropic aggregation is associated with
cavity filling and an eventual decrease of the corrugation
(understood as the height difference between the highest
peak and the most profound valley).

Experimental results [12] indicate that the change in cor-
rugation measured during deposition in a bidimensional
setup, created as an array of cylindrical pits, is not mono-
tonic in time and depends on the distance between pits as
well as the pit widths. In [12] the authors report an increase
in corrugation at the early stages and a decrease at later
times.

Although the present model cannot reproduce bidimen-
sional surfaces, it is fair to ask whether there is indication of
the observed behavior within the present model or, in the
opposite case, whether it fails in the same terms as KPZ
models.

To explore the question we set up a surface consisting of
smoothed rectangular patterns and changed the separation
between slab and slab width in the range 300—700 nm for a
copper substrate at 700 K (an arbitrarily chosen tempera-
ture), studying the growth of the material depositing up to an
average of 500 nm of material.

The results are summarized in Figs. 4 and 5. In Fig. 4 we
show the dependence of the corrugation on the growth time
(roughly speaking, the average deposition) for several tem-
peratures for the process. In all cases the corrugation presents
a maximum that moves to higher times with decreasing tem-
peratures. In the lower part of the figure we present some
profiles at different stages of the growth process.

In Fig. 5 we present results of growth at 700 K for differ-
ent initial conditions. B; stands for the interslab distance and
B, for the slab width. In all cases there is an initial increase
of the corrugation followed by a decrease. The maximum
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FIG. 5. (Color online) Corrugation (normalized amplitude) ver-
sus time for varying (slab) initial conditions. (a) Constant slab
width. (b) Constant inter slab distance.

corrugation as well as the deposition time corresponding to it
depend on B; as well as on B,.

The corrugation presents an initial increase with the depo-
sition process, reaches a maximum, and then decreases,
showing the same qualitative dependence as the experiment
and contrasting with the KPZ solutions. The location and
amplitude of the maximum corrugation depend on slab
width, interslab distance, and temperature and are of the or-
der of magnitude reported in the experiments.

Results from Figs. 4 and 5 are in good qualitative agree-
ment with observations in recent experiments on homoepi-
taxial growth on a patterned GaAs(001) substrate [12], al-
though a more quantitative comparison is not suitable since
in these experiments there are important processes, such as
crystalline asymmetry and island nucleation, that have no
place in our model.

C. Hybrid deposition processes

So far, we have been focusing on “one-stage” processes,
in which all parameters remain fixed from the beginning to
the end of the process; it is evident that it would be interest-
ing to consider the possibility of complementing the charac-
teristics of a growth mode obtained for certain sets of param-
eters with the characteristics obtained with other sets, i.e., to
consider a “hybrid” or “multistage” approach.

Multistage methods are common in materials engineering;
in fact, it is not hard to find, in micro- and nanotechnology,
recipes to build materials with specific properties, having
several tens of stages, each one requiring a specific control of
the intervening variables [32].

There is a very broad range of possible combinations of
growth modes, and all deserve a careful consideration as to
the feasibility of their implementation in the laboratory. We
shall not attempt a detailed description of the possible com-
binations of methods, and we shall limit ourselves to consid-
ering just one example.

Figure 6 (above) shows simulations of growth after 120 s
of a pure isotropic deposition (p=1) on a patterned substrate.
The isotropic flow is used to modify (increase) the aspect
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FIG. 6. Development of a periodic array of nanocavities of con-
trolled size, by combining 120 s of isotropic deposition (above)
with 120 s of directed deposition (below) to #=60°. The rest of

parameters were F'=2, T=500, =1, and Cg,,=Cy;r=1.

ratio of the pattern. Then we made a deposit over another
120 s with a totally directed flow (p=0) under an incidence
angle #=60°, as is shown in Fig. 6 (below). In this case we
used increased aspect ratio and shadowing effect to get
closed cavities. In this way we obtained a periodic array of
size-controlled nanocavities.

D. Spatial structure of noise

Up to now, we have discussed results concerned mainly
with the deterministic aspects of the model. The stochastic
nature of the evolution was only revealed through a noise on
the deterministic evolution. Only in the case in which noise-
promoted fluctuations were coupled with shadowing effects,
as was discussed in Sec. V A, stochasticity plays a funda-
mental role, since the generated instabilities drastically
changed the subsequent evolution.

In this section we shall consider other predictions of the
model concerned with the spatial structure of noise. This
originates from the fact that Eq. (10) has multiplicative fac-
tors that depend on the interface topography, i.e., they de-
pend on the state, contrarily to the way in which noise is
introduced in most models in the literature [8,9].

Concerning the noise related to the deposition process,
dependence on topography is due to the dependence on the
angle between the local normal and the incidence direction.
This dependence is associated with a physical prediction: the
noise due to directed flow must be more important at regions
where the incidence is quasinormal. This prediction is veri-
fied by means of simulations, as it is shown in Fig. 7, where
a pure directed beam impinges vertically (#=0) on a pat-
terned substrate. It can be seem that regions in the interface
normal to the incidence direction are much noisier than re-
gions where the incidence is quasitangential.

Of course, isotropic flow is also isotropic concerning the
noise that it promotes; therefore noise associated with isotro-
pic flow is spatially homogeneous over the complete inter-
face.
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FIG. 7. Spatial structure of noise developed when a pure di-
rected flow (p=0) impinges on a patterned substrate. The growth
was achieved in 500 s at 300 K with F=5 and under normal inci-
dence (6=0). The rest of the parameters were Cyg,,=3.16, Cyy=1,
and o=1.

VI. NUMERICAL SIMULATIONS OF THERMAL
TREATMENTS

We shall now study the case of null incoming flow (F
=0). Thus, the only operative process is surface diffusion,
while the temperature is the main control parameter. No par-
ticles are added to the substrate, then this case can be physi-
cally interpreted as the performing of a thermal treatment of
the substrate. The study of the decaying of structures by
surface diffusion is important since it is intrinsically related
to the morphological stability of nanostructures [33].

A. Decay of sinusoidal patterns under the small slope
approximation

From numerical simulations performed starting with sinu-
soidal patterns satisfying the small slope approximation, we
have obtained results entirely consistent with those from the
deterministic limit for small slopes, indicated in Eq. (20),
and, in consequence, these are in complete agreement with
linear models for surface diffusion, which are well studied in
the literature, in which surface diffusion is associated with a
term proportional to V* in a linear Langevin equation for
the height & [2,34]. In particular, Fig. 8 shows the depen-
dence of the decay velocity on the wavelength of the sine
wave. In the inset of Fig. 8 it can be seen that the decay
constant « depends on the wavelength through k=A%, in
agreement with linear surface diffusion theory.

B. Decay of sinusoidal patterns far from the small slope
approximation

While profiles lying under the small slope approximation
evolve according to linear theories of surface diffusion, this
is not the case when we consider waves with aspect ratios on
the order of unity or larger, as is shown in Fig. 9, where the
actual evolution and the solution in the small slope approxi-
mation are simultaneously plotted, as given by Eq. (20). As
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is shown in Fig. 9, the actual evolution for a large aspect
ratio wave deviates significantly from predictions of the lin-
ear theory of surface diffusion.

Simulation results for the annealing of a sinusoidal profile
at 800 K are shown in Fig. 10. In (a) and (b) the profile
evolution and the temporal evolution of its amplitude are
shown, respectively, for a small amplitude wave. The expo-
nential decay observed is that expected from the linear
theory of surface diffusion. However, when the initial profile
is a sinusoidal wave with an amplitude large enough to be
away from the small slope approximation, we observe a de-
viation from the exponential amplitude decay [Fig. 10(d)],
accompanied by a spontaneous generation of regions where
the interface is multivalued [Fig. 10(c)], i.e., the dynamics of
surface diffusion itself generates overhangs. This means that,
depending on the aspect ratio, the annealing process can also
be used not only to modify the physical properties but also to
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FIG. 9. Comparison between the actual evolution of model

(solid lines) and the analytical solution in the small slope approxi-
mation (dashed lines) at 500 K. Remaining parameter values were
F=0, =1, Cy4yy=1, and the total elapsed time was 500 000.
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manipulate the shape of the structured film in postdeposition
conditions.

Far from the small slope approximation, the decay in am-
plitude is exponential for short periods of time as can be
observed in Fig. 10(d). In the small slope case, the decay
constant was proportional to A™*. Thus, we proceeded to in-
vestigate how this dependence behaves away from the small
slope approximation. As shown in the inset of Fig. 11, the
decay constant « (obtained from the first 10 s of the anneal-
ing process) follows closely a dependence o \~**. This de-
pendence is in good agreement with previous results for a
discrete model [35], in which an exponent —3.5+0.1 was
reported.
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FIG. 11. Decay of large aspect ratio sinusoidal interfaces. Inset:
Log-log plot of the decay constant as a function of \. Parameter
values were =0, T=700, o=1, Cair=1, and the total elapsed time
was 300.
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FIG. 12. Decay of rectangular structures with different heights
by means of thermal annealing at 700 K, during 3000 s. Remaining

parameters were F'=0, o=1, and Cy;=1.

C. Decay of nonperiodic structures

In this section we consider briefly the annealing of sub-
strates that initially have rectangular aperiodic structures.
Structure decay through surface diffusion requires mass
transport over the interface; surface diffusion is a thermally
activated process; thus (as observed in simulations) a faster
decay is expected at larger temperatures.

When rectangular structures are annealed, in the early
stages of the process a reduction in the base in conjunction
with an enlargement at the top is observed. In consequence,
in the same way that occurs when considering large aspect
ratio sinusoidal patterns decay, evolution leads to a sponta-
neous overhang generation. This interesting phenomenon is
shown in Fig. 12, where annealing is performed during
3000 s at 700 K over a rectangular structure of 200 nm at the
base width and a height of 500 nm (above), and over another
structure 200 nm base width and height 2500 nm (below).
The described effect can be observed only for the rectangle
with larger height (below) as, for the considered times and
temperatures, the characteristic diffusion length is larger than
the height in the plot above, while this is not the case in the
plot below, thus permitting distinguishing these scales. To
see the effect for the geometry of the plot above it is neces-
sary to observe the process with a finer time scale.

D. Stationary states and the role of boundary conditions

In the preceding sections we have focused on the study of
interface evolution when the substrate was exposed to a ther-
mal treatment during a finite time. This means that we have
studied the initial stages of the surface diffusion relaxation
process. In this section we shall consider the long time be-
havior, i.e., we shall be looking for the equilibrium state to
which the interface approaches after a thermal treatment for
a time r— . Although the consideration of this limit can be
useful in certain applications, this subject has an intrinsic
importance from a theoretical point of view.

We have shown in Sec. VI B that a sinusoidal profile with
a moderately large aspect-ratio is distorted, at the initial
stage, into a multivalued interface. If we now suppose that
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FIG. 13. Approach to equilibrium of a profile initially sinu-
soidal. Parameter values were F'=0, T=800, =1, C4y=1, and the
total elapsed time was 10 000.

we continue with the thermal annealing during a very long
time, what will the final, equilibrium shape of the interface
be? Why? Figure 13 answers the first question: The final
state is a flat interface. Providing an answer to the second
question is the aim of the following discussion.

The stationary state requires that the flow of particles by
surface diffusion should remain constant over the complete
interface, or equivalently, that the second derivative of the
local curvature with respect to the arc length parameter be
Zero:

— =0. 21

P (21)
From Eq. (21) it can be concluded that the possible station-
ary states are in the two-parameter family of linear functions:

C(s)=As+B. (22)

The fact that we have imposed periodic boundary condi-
tions on the system requires that, V¢, the curvature should
remain identical at the edges, implying that A=0 in Eq. (22),
i.e., the curvature in the stationary state, must be constant
along the complete interface. It is easy to see that the only
smooth and periodic curves with constant curvature are in
the family of horizontal straight lines y=cte, where the con-
stant is determined by the initial condition, due to the con-
servative character of surface diffusion.

To obtain stationary states different to the one described
above we must explore other boundary conditions. For ex-
ample, we can consider natural boundary conditions, in
which the edges are closed over themselves, with which in-
terface turns into a closed curve embedded in a plane. In this
case, the boundary condition implies again that the curvature
in the stationary state must be constant. As is well known, a
plane, smooth, and closed curve with constant curvature
must be a circumference. The radius of this circumference
must be such that the area of the circle coincides with the
area enclosed by the initial interface, again because of the
conservative nature of surface diffusion. This result can be
clearly observed in Fig. 14, which shows how a closed curve
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FIG. 14. Evolution of an arbitrary shape onto a stationary state
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and C dif= 1.

with an arbitrary initial shape evolves into a circumference.

The periodic and natural boundary conditions impose that
A=0 in the linear general solution (22). To obtain stationary
states where the curvature does not remain constant, it is
necessary to consider a boundary condition in which edges
are free, i.e., where edges are unconnected. We assume that
the curvatures at the edges are kept equal to certain con-
stants, i.e., we fix the value of the curvature at the first (point
1) and at the last (point N) points in the curve: C[1]=C; and
C[N]=Cy.

In this case the stationary state is effectively a curve
whose curvature is proportional to the arc length. That is
precisely the main characteristic of the curve known as a
Cornu spiral [36], a curve that finds many applications in
diverse topics such as diffraction theory in optics [37] and
expressway junctions in urban planning [38]. The Cornu spi-
ral is defined as a parametric curve ¢(f)=(S(¢), C(t)), where
S(r) and C(z) are the sine and cosine Fresnel integrals, re-
spectively [39]. The Cornu spiral is shown in Fig. 15.

The stationary state for free boundaries is a segment of
the Cornu spiral. The approach to the stationary state is
shown in Fig. 16, where it can be seen that the interface gets
asymptotically close to a segment of the Cornu spiral, while
the curvature assumes a linear dependence on arc length.

Cornu’ spiral 951
(S(),C0)

FIG. 15. The Cornu spiral.
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FIG. 16. Above: Approximation of the interface to a stationary
state that is a piece of the Cornu spiral for free boundary conditions.
Below: Dependence of curvature on arc length when the interface
approaches the stationary state. Parameter values were F=0, T
=950, Cy=0.

The position of the center and spatial orientation of the
Cornu spiral that contains the stationary state interface de-
pends on initial conditions, as can be seen in Fig. 18, in
which the evolution is followed for several initial conditions,
showing how the stationary state has roughly the same shape
irrespective of the initial conditions, although the final place-
ment and orientation of the curve differ from case to case.

It is interesting to note that in the cases of periodic and
natural boundary conditions, the stationary state is estab-
lished even in the presence of diffusive noise, while the sta-
tionary states obtained for free boundaries, shown in Figs. 16
and 17, were obtained by switching off the diffusive noise
(i.e., fixing Cd,-f:O). In fact, when the stretch of diffusive
noise is increased, the system moves away from the station-
ary state, as is shown in Fig. 18.

Based on exhaustive numerical simulations, we can con-
clude that, for free boundaries, no stationary state is estab-
lished when diffusive noise is present. We may say that, for
periodic and natural boundary conditions, stationary states
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are robust to noise, while the stationary state for a free
boundary condition is not robust to noise. This fact can be
easily understood, if we remember that diffusive noise is
proportional to ydC/ds. For natural and periodic boundary
conditions, the stationary state has a constant curvature,
therefore dC/ds=0, producing then a noise-free stationary
state. For free boundaries, the derivative of curvature is con-
stant along the complete interface; therefore diffusive noise
is always present, leaving no room for the formation of a
stationary state.

VII. SUMMARY

In this work we have introduced a (1+ 1)-dimensional in-
terface growth model, including deposition of particles (un-
der directed and isotropic incidences) and surface diffusion
processes at a mesoscopic scale. We provided a vectorial
description of the surface suitable to study the evolution of
patterned interfaces, even far from the small slope approxi-
mation. Our treatment differs from most of the earlier studies
in the literature in several ways: our introduction of the gov-
erning equations is based on explicit considerations of physi-
cal, geometrical, and statistical nature and as such, the limit
of validity is evident. The random fluctuations arise natu-
rally, are directly dictated by the nature of the process, and
are not an arbitrary decision of the authors.

Analytical results are reported in the deterministic limit,
showing how the shape-preserving growth mode takes place,
and the nature of the surface diffusion filtering properties in
the small slope approximation. Extensive Monte Carlo simu-
lation results are presented in several (highly nonlinear)
cases where no analytical results are available.

Simulations of deposition processes showed several inter-
esting effects such as the coupling between fluctuations and
shadowing effects, the spatial structure of noise, and the use-
fulness of hybrid methods for shape modification. Model
predictions are in good qualitative agreement with experi-
ments on depositing Cu over nanopatterned Cu substrates
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[31] and are compatible with experiments on homoepitaxial
growth over patterned GaAs(001) [12].

Monte Carlo simulations on thermal treatments for inter-
faces satisfying the small slopes approximation are in com-
plete agreement with the predictions from the linear theory
of surface diffusion. Nevertheless, in the general case, simu-
lations show nonexponential decaying modes and spontane-
ous overhang generation (of course, this cannot be seen us-
ing the usual scalar approach).

Finally, we have studied the approach to the stationary
state by surface diffusion. We have shown how the shape of
this stationary state depends strongly on the boundary con-
ditions imposed on the system. While for periodic and natu-

PHYSICAL REVIEW E 73, 011607 (2006)

ral boundary conditions a stationary state with constant cur-
vature and robust in front of noise is established, when the
boundaries are free a stationary state is obtained only in the
absence of diffusive noise; the stationary state in this case is
a line with a curvature proportional to arc length, i.e., it is a
segment of the Cornu spiral.
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