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We present a detailed and exact study of the probability density function P�F� of the total force F acting on
a point particle belonging to a perturbed lattice of identical point sources of a power-law pair interaction. The
main results concern the large-F tail of P�F� for which two cases are mainly distinguished: �i� Gaussian-like
fast decreasing P�F� for lattice with perturbations forbidding any pair of particles to be found arbitrarily close
to one each other and �ii� Lévy-like power-law decreasing P�F� when this possibility is instead permitted. It is
important to note that in the second case the exponent of the power-law tail of P�F� is the same for all
perturbations �apart from very singular cases� and is in a one-to-one correspondence with the exponent char-
acterizing the behavior of the pair interaction with the distance between the two particles.
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I. INTRODUCTION

Knowledge of the statistical properties of the force acting
on a particle belonging to a gas and exerted by all the other
particles provides important information in many physical
contexts and applications. Typical examples are the �i� dis-
tribution of the gravitational force in a gas of masses in cos-
mological and stellar astrophysical applications �1–3�, �ii�
distribution of molecular and dipolar interactions �4� in a gas
of particles, �iii� theory of defects in condensed matter phys-
ics �5�, and �iv� granular materials �6,7�. The first seminal
work in this field was due to Chandrasekhar �1�, which deals,
among many subjects, with the gravitational force probabil-
ity distribution in a homogeneous Poisson spatial distribution
of identical particles. By studying the characteristic function
of the sum of the stochastic forces due to single particles, the
probability distribution of this total force is exactly found to
be given by the so-called Holtzmark distribution, which is a
three-dimensional analog of the one-dimensional fat-tailed
stable Lévy distribution. In �2,8,4,9� approximated exten-
sions to different branches of physics of this approach can be
found for more complex particle distributions �i.e., point pro-
cesses� obtained by perturbing a homogeneous Poisson point
process. In this paper we present a study of the total force
probability distribution for a very different class of spatial
particle distributions �i.e., point processes�, the perturbed lat-
tices of point particles, in the case in which the pair interac-
tion decays spatially as a general power law. We think that
this study can be very useful for applications in both solid-
state physics �e.g., in the case of Coulomb or dipolar pair
interaction� �4� and cosmology where n-body gravitational
simulations �introduced to study the problem of “structure
formation” due to gravitational collapse from primordial cos-
mological mass density fluctuations� are performed usually
starting from suitable perturbed lattice initial conditions �10�.
We limit the study to the one-dimensional �1D� case in order
to avoid difficulties related to the anisotropies of higher-
dimensional lattices. However, the exact results we present
in 1D are suggestive of the behavior of the same quantities in
higher dimensions. In fact one can see �11� that the change of
spatial dimension only renders calculations not explicitly

performable, keeping qualitatively the behavior we present
below.

II. DEFINITIONS AND FORMALISM

In order to approach in the proper way the problem of the
global force probability distribution in a perturbed lattice of
particles interacting via a power-law spatially decreasing pair
interaction, let us consider first a gas of such identical par-
ticles with microscopic density

n�x� = �
i

��x − xi� ,

where xi is the position of the ith particle. Let us assume that
the average number density n0= �n�x���0 �where the aver-
age �¯� is to be intended as an ensemble average� is well
defined �i.e., the particle distribution is uniform on suffi-
ciently large scales �9��. We then suppose that particles inter-
act via a pair force f�x� depending on the mutual pair dis-
tance x as

f�x� = − C
x

�x��+1 .

This means that f�x� gives the force exerted by a particle
in the origin on another particle in x �the force is attractive if
C�0 and repulsive if C�0�. Therefore the force field in the
point x of the space will be

F�x� = C�
i

xi − x

�xi − x��+1 	 C
 dyn�y�
y − x

�y − x��+1 , �1�

where the last integral is over all the space. However, from
the last expression of Eq. �1�, being n0�0, we have that for
a given realization of the stochastic density field n�x�, the
infinite volume limit of F�x� is not univocally defined for
��1 �i.e., the integral is absolutely diverging, and its value
depends on how this limit is taken�. The same feature is
present in higher spatial dimensions. For example in d=3 the
same problem is present for ��3 and in general ��d in d
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dimensions. For instance this is the case of the gravitational
force in a self-gravitating homogeneous gas of identical
masses �1� and of a Coulomb interaction in the one-
component plasma �OCP� �12� of identical electrical charges
in both the disordered and ordered �i.e., the Coulomb lattice
�13�� phases. This problem is well known in condensed
matter physics about the OCP. However, in this case, the
problem is automatically solved by the presence in the physi-
cal system of a uniform background charge density nb�x�
=−n0 with opposite sign with respect to the identical charged
particles and such that to conserve global charge neutrality
in the system. Once the attractive force of the background is
considered on a charged particle together with the repulsive
forces exerted by the other particles, the problem of an
infinite-volume limit of F is solved and its value unique.
For what concerns the self-gravitating systems, in Newtonian
gravitation an analog of the uniform background of the
OCP �i.e., a negative uniform mass density nb�x�=−n0 such
as generate a repulsive force on the particles� does not exist,
and it has to be introduced in the system artificially to
regularize the problem �an approach usually called Jeans’
swindle �14��. However this negative background comes
out naturally as an effect of space expansion when the
gravitational motion of particles is described, starting
from the equations of general relativity, in comoving coordi-
nates in a quasiuniform expanding Einstein–de Sitter uni-
verse �15� which is the main model of universe used in
cosmology. In practice considering the presence of such a
balancing background will give for F the following
expression:

F�x� = C
 dy�n�y�
y − x

�y − x��+1 , �2�

where �n�x�=n�x�−n0. This makes F to be defined also
for smaller � depending on the small-k behavior of the

power spectrum S�k�����n˜�k��2� of the density field where

�n˜�k� is the Fourier transform of �n�x�. By studying the
large-distance scaling behavior of the integrated fluctuations
of n�x� �9�, it is simple to show that, assuming S�k��k�

at small k, in d dimension F is a well-defined
statistical quantity �i.e., its value does not depend on
the way in which the infinite-volume limit is taken� for
�� �d−�� /2 if ��1 and �� �d−1� /2 if ��1 �see also
the discussion in Appendix B on the definiteness of the
force F, respectively, in the shuffled lattice and the homoge-
neous Poisson particle distributions�. Note finally that taking
the infinite-volume limit symmetrically with respect to
the point x on which the force is calculated, the background
gives a zero net force on the point x. Therefore the
value of F obtained calculating Eq. �1� taking the
infinite-volume limit symmetrically with respect to the
point x gives automatically the well-defined value obtained
by Eq. �2� �i.e., subtracting the effect of the background�.
This preliminary discussion of the statistical definiteness
of the force F is useful to justify the symmetrical
way in which we take the infinite-volume limit in the
one-dimensional shuffled lattice case we analyze in the
rest of the paper. The statistical properties of F we

willfind in this peculiar way �no background and
symmetrical limit� coincide with those of the case in
which the effect of a negative background is considered
independently of the way in which the infinite-volume
limit is taken, which therefore can be considered the
real physical case. Moreover, from the above considerations
we deduce that, as in the shuffled lattice S�k��k2 at
small k �see �16��, the results are valid for all values ��0 in
d=1.

Let us take, therefore, a 1D regular chain of 2N+1 unitary
mass particles with a lattice spacing a�0 �we will take
eventually the limit N→ +	�; i.e., the position of the nth
particle is Xn=na. Therefore the microscopic density can be
written as

nin�x� = �
n=−N

N

��x − na� .

Clearly the average density of particles in the system is
n0=1/a. We now apply an uncorrelated displacement field
�i.e., a random shuffling� to this system; i.e., a random dis-
placement Un is applied to the generic nth particle indepen-
dently of the other particles. This displacement field is com-
pletely characterized by the one-displacement probability
density function �PDF� p�u� �i.e., Prob�u�Un�u+du�
= p�u�du�. After the application of the displacements the new
microscopic density will be

n�x� = �
n=−N

N

��x − na − un� , �3�

the un’s being realizations of the random variables Un all
extracted from p�u� independently of each other. We con-
sider the case p�u�= p�−u� for simplicity. Equation �3� says
that the particle originally in Xn=na, after the displacement,
will be in Xn=na+Un. For the analysis of spatial density
correlations in such a system see �16�. Let us call qn�x� the
PDF of the position of the nth particle �i.e., Prob�x�xn�x
+dx�=qn�x�dx�. Clearly it is given by

qn�x� 	 p�x − na� .

Let us now assume, as above, that the nth particle creates
a force field in the point x of the type

fn�x� = C
Xn − x

�Xn − x��+1 ,

with ��0 and C a constant. Therefore the total stochastic
field F generated at a generic point x of the space by all the
system particles is

F�x� = C �
n=−N

N
Xn − x

�Xn − x��+1 . �4�

Note that it is a sum of random variables. Let us call W0�F�
its PDF; it will be given by
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W0�F� =
 

−	

	 � 

n=−N

N

dxnp�xn − na��

��F − C �

n�0

−N,N
xn − x

�xn − x��+1� .

It is immediate to see that F�x� is the sum of independent
random variables C�Xn−x� / �Xn−x��+1. However, as the
PDF’s qn�x� change with n, these variables are not identically
distributed. As shown below, this and the fact that F needs
not a normalization in N to be well defined in the large-N
limit are the reasons why we do not obtain in general an
exact Gaussian or Lévy limit �17,18� for the W0�F�. In order
to study the asymptotic behavior in F and N, it is usual to
introduce the so-called characteristic function of F—i.e., the
Fourier transform �FT� of W0�F�:

Ŵ0�k� 	 

−	

	

dFW0�F�eikF

= 

n=−N

N 

−	

	

dyp�y − na�exp�iCk
y − x

�y − x��+1� . �5�

By studying the small-k behavior of the single integrals
in Eq. �5� and taking appropriately the limit N→	
we can deduce the moments and the large-F behavior of
W0�F�.

However, we will study a slightly different and more dif-
ficult problem, which is of particular interest if we want to
study the dynamics of the system particles under the effect of
only this mutual force. We study directly the statistical prop-
erties of the stochastic force acting on one generic system
particle. In particular we calculate the total force acting on
the particle initially located at the origin of the space and
displaced to X0=U0:

F = �
n�0

−N,N

fn�X0� = C �
n�0

−N,N
Xn − X0

�Xn − X0��+1 . �6�

In this way, taking the limit N→	, we get the symmetric
infinite-volume limit with no negative background of Eq. �1�
with x=X0, which is, as explained in the first paragraph
of this section, equal to Eq. �2� with an arbitrary way
of taking the infinite-volume limit, and therefore giving the
force on any particle belonging to the system with the
uniform balancing background. Note that now, because
of the presence of the variable X0 in each term of the
sum �6�, F is no longer a sum of independent terms. How-
ever, we show below how to reduce the problem to that of a
sum of independent stochastic terms by introducing the
concept of a conditional probability density function. The
solution of this conditional problem will give also a way to
approach the study of the first unconditional case given by
Eq. �4�.

About F in Eq. �6�, we want again to find the PDF W�F�
of the value F of this force. As before, since the displace-
ments applied to the particles are independent of each other,
we have the exact relation

W�F� =
 

−	

+	 � 

n=−N

N

dxnp�xn − na��

��F − C �

n�0

−N,N
xn − x0

�xn − x0��+1� ,

which, through a simple change of variables �n=xn−x0 or
n�0, can be rewritten as

W�F� = 

−	

+	

dx0p�x0� 
 

−	

+	 � 

n�0

−N,N

d�np��n + x0 − na��

 ��F − C �

n�0

−N,N
�n

��n��+1� .

Let us analyze the behavior of the conditional PDF P�F ;x0�,
conditioned to the fact that the particle on which the force is
evaluated is at X0=x0:

P�F;x0� =
 

−	

+	 � 

n�0

−N,N

d�np��n + x0 − na��

��F − C �

n�0

−N,N
�n

��n��+1� . �7�

In this way, once x0 is fixed, the total force F is the sum of
independent contributions

fn = C
�n

��n��+1 . �8�

It is interesting to see in which cases F satisfies the central-
limit theorem. We will see that it never satisfies this theorem
even when its PDF is rapidly decreasing at large values.
More precisely, we will see that even in this last case its PDF
is dependent on the details of p�u�.

For the sake of simplicity of notation let us assume in the
rest of the paper that C=1 �the repulsive case C=−1 will be
trivially deduced from this�. By performing the simple
change of variables given by Eq. �8�, it is possible to find the
conditional �i.e., conditioned to X0=x0� PDF gn�f ;x0� of the
single stochastic force generated by the particle in Xn on the
particle fixed in X0=x0:

gn�f ;x0� =
�f �−1−1/�

�
p� f

�f �1+1/� + x0 − na� . �9�

Clearly also the forces fn so distributed are independent of
each other. The support of gn�f ;x0� can be simply deduced
from the one of p�u�.

III. LARGE-F ANALYSIS AND LIMIT THEOREMS

Let us take the FT of Eq. �7� in order to evaluate the
conditional characteristic function of the stochastic variable
F:
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P̂�k;x0� 	 

−	

+	

dFP�F;x0�eikF

= 

n�0

−N,N 

−	

+	

dxp�x + x0 − na�exp�ik
x

�x��+1� .

�10�

Note that the quantity



−	

+	

dxp�x + x0 − na�exp�ik
x

�x��+1�
= 


−	

+	

dfgn�f ;x0�eikf 	 �eikf�n;x0
, �11�

where gn�f ;x0�, given by Eq. �9�, is the conditional PDF of
the field f felt by the particle in x0 due to the particle in xn, is
the conditional characteristic function of this field f . More-
over, �a�f��n;x0

=�−	
+	dfgn�f ;x0�a�f�. It is important to note

that, if x0=0 �i.e., the particle on which we calculate the
force is stuck at the origin�, the condition p�u�= p�−u� on the
displacements of any particle would imply



−	

+	

dxp�x + na�exp�ik
x

�x��+1�
= 


−	

+	

dxp�x − na�exp�− ik
x

�x��+1� .

Consequently, if one fixes x0=0, Eq. �10� becomes

Ŵ�k� = 

n=1

N �

−	

+	

dxp�x − na�exp�ik
x

�x��+1��2

.

However, the shift x0�0 of the particle initially at the origin,
and on which we calculate the force, breaks this symmetry,
which is anyway recovered when the average over p�x0� is
performed to proceed from P�F ;x0� to W�F� �however, we
will see that this is a further source of noise when we calcu-
late explicitly the variance of the force F�.

In order to proceed into the analysis of the PDF of F, we
have to distinguish two basically different cases.

�i� Nonoverlapping condition �NOC�. No particle can be
found arbitrarily close to any other particle; i.e., the
supports,1 respectively, of p�u� and of p�u−na�, for all inte-
ger n�0, have an empty overlap. The main case of physical
interest in this class of displacement fields is when ∃ 0
�u0�a /2 such that p�u�=0 for �u��u0.

�ii� Overlapping condition �OC�. Particles can cross one
each other and at least one pair of particles can be found
arbitrarily close to one each other; i.e., the supports, respec-
tively, of p�u� and of p�u−na�, for at least an integer n�0,
have a nonzero overlap. The main case of physical interest in
which this happens is when ∃ ��0 such that p�u��0 for all
�u��a /2+�.

We will see that in the first case we obtain a rapidly de-
creasing W�F� even though there is no constraint toward
Gaussianity in the large-N limit, while in the second case we
have a power-law-tailed W�F� similarly to that of the three-
dimensional Holtzmark distribution �1�.

IV. DETAILED ANALYSIS OF Eq. (10)

Let us analyze the single factor of Eq. �10� which, as
aforementioned, is the FT of the conditional PDF gn�f ;x0� of
the force felt by the particle in X0=x0 due to only the particle
in Xn:



−	

+	

dxp�x + x0 − na�exp�ik
x

�x��+1� = �exp�ik
x

�x��+1��
n,x0

,

�12�

where �s�x��n,x0
denotes the average of the function s�x� over

the shifted PDF hn,x0
�x�= p�x+x0−na�. In practice, if we in-

dicate with simply �s�u��=�−	
+	dup�u�s�u�, then we can say

that

�s�x��n,x0
= �s�u + na − x0�� .

We want to study Eq. �11� in the limit of small k. Similarly to
what pointed out in the previous section, the small-k behav-
ior of �exp�ikx / �x��+1��n,x0

is different in the two cases in
which, as a consequence of displacements, the pair of par-
ticles initially in x=0 and x=na �i� cannot or �ii� can be
found arbitrarily close to one each other—i.e., respectively, if
the supports of p�u� and p�u−na� have an empty or a non-
zero overlap.

Let us start with the case �i�. If ∃ 0�u*� �n�a /2 such that
p�u�=0 for �u��u*, the exponent of exp�ikx / �x��+1� can take
only limited values in the integral �12� �i.e., the support of
gn�f ;x0� is restricted to only a finite interval of values of f�.
Note that in the given hypothesis �i�, if n�0, the quantity x
can take only strictly positive values, while if n�0, it takes
only strictly negative values. In this case, if n�0, we can
write

�exp�ik
x

�x��+1��
n,x0

= 

−	

+	

dxp�x + x0 − na��
m=0

+	
�ikx−��m

m!

= �
m=0

+	
�ik�m

m!
�x−�m�n,x0

= �
m=0

+	
�ik�m

m!
��u + na − x0�−�m� , �13�

where

��u + na − x0�−�m� = 

−u*

u*

dup�u��u − x0 + na�−�m.

If instead n�0, Eq. �13� becomes

1We call support of p�u� simply the set of real values of u such
that p�u��0.
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�exp�ik
x

�x��+1��
n,x0

= �
m=0

+	
�− ik�m

m!
��− x�−�m�n,x0

= �
m=0

+	
�− ik�m

m!
��− u − na + x0�−�m� .

�14�

Note that, as p�u�= p�−u�, we have ��−u−na+x0�−�m�= ��u
−na+x0�−�m�. In both cases,

��� x

�x��+1�m�
n,x0

� � ��n�a − 2u*�−�m

for any m�0, and therefore the series in Eq. �13� absolutely
converges. It is very important to note that, if u*�a /2
�i.e., no pair of particles can be found arbitrarily close to
one each other�, all the factors in Eq. �10� can be represented
as a Taylor series �13� to all orders m. As shown below
in more detail, this implies that when u*�a /2, W�F� has
all finite moments and therefore is rapidly decreasing at
large F.

In the second case �ii� instead ∃ 0���a /2 such that, at
least ∀ u satisfying �n�a /2−�� �u�� �n�a /2+�, we have
p�u��0. In this case the particle initially at ±na and the
particle initially at the origin can be found arbitrarily close.
This implies that the quantity x �i.e., u−x0+na� in Eq. �12� is
permitted to take arbitrary small values up to zero, and there-
fore in the last expression of Eq. �13� there would be an
infinite number of diverging terms of the last series. In other

words, the Taylor-series sum in the second expression of Eq.
�13� cannot be exchanged with the average operation �¯�n,x0

,
and we expect a singular part in the small-k expansion of the
average �exp�ikx / �x��+1��n,x0

. In order to find it, we rewrite it
as in Eq. �11�:

�exp�ik
x

�x��+1��
n;x0

	 

−	

+	

dfgn�f ;x0�eikf

= 

−	

+	

dxp�x + x0 − na�exp�ik
x

�x��+1� .

Note that in this case, differently from the previous one, the
support of gn�f ;x0� includes arbitrarily large values of �f � for
which, using Eq. �9�, we have

gn�f ;x0� =
p�x0 − na�

�
�f �−��+1�/� + o��f �−��+1�/�� .

Let us call M = ��−1� the integer part of �−1. By using the
results presented in Appendix A we can conclude that

�exp�ik
x

�x��+1��
n;x0

= �
m=0

M
�ik�m

m!
��u + na − x0�−�m�

+ Sn�k;x0� , �15�

where Sn�k ;x0� contains all the terms of order higher than M,
including the singular part of the small-k expansion of
�exp�ikx / �x��+1��n;x0

which is of order 1 /� in k. By using Eq.
�A7�, we can finally write

Sn�k;x0� =�
�− 1��M+1�/2
p�x0 − na�

����� + 1�/��cos��−1 − M

2

� k1/� + o�k1/��

for odd M ,

�− 1�M/2
p�x0 − na�

����� + 1�/��sin��−1 − M

2

� k1/� + o�k1/��

for even M .� �16�

Here, for simplicity, we have excluded the case
in which exactly M =1/� for which we have logarithmic
corrections in k to the above equations.

V. FINDING W„F…

At this point we can go further and classify the possible
behaviors of P�F ;x0� and W�F�. Basically we again distin-
guish the following two cases.

�i� ∃ ��0 such that ∀ �u��a /2−�, one has p�u�=0.
�ii� ∃ 0���a /2 such that, at least, ∀ u satisfying a /2

−�� �u��a /2+�, p�u��0.

A. Case (i): Fast decreasing W„F…

In this case the system satisfies the NOC and all the fac-
tors in Eq. �10� can be expanded in the Taylor series �13� and
�14� for all different n.

We can then write
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P̂�k;x� 	 

−	

+	

dFP�F;x�eikF

= 

n=1

N

�eik/�u − x + na��
��e−ik/�u + x + na��

�

= 

n=1

N ��
m=0

+	
�ik�m

m!
��u − x + na�−�m�


�
l=0

+	
�− ik�l

l!
��u + x + na�−�l�� , �17�

where in the average �¯� over the displacement u we have
used the symmetry property p�u�= p�−u�. Note that from Eq.

�17�, we have P̂�k ;−x�= P̂†�k ;x�, where A† indicates the
complex conjugate of A.

By calling again u*�a /2 the maximal permitted displace-
ment for each particle �i.e., the support of p�u� is �−u* ,u*��,
we can find Ŵ�k�=F�W�F�� by simply calculating the aver-
age

Ŵ�k� = 

−u*

u*

dxp�x�P̂�k;x� . �18�

It is simple to verify that, as P̂�k ;−x�= P̂†�k ;x� and p�u�
= p�−u�, the function Ŵ�k� is real and Ŵ�k�=Ŵ�−k�. The

Taylor expansion in k of Ŵ�k� is obtainable from Eqs. �17�
and �18�. Since it is a real function and is the characteristic
function, only even powers of k are present. In particular the
coefficient of the k2 term is −F2 /2 where

h�F� = 

−	

+	

dFW�F�h�F� .

Actually, rigorously speaking, we should show that all the

coefficients of the Taylor expansion of Ŵ�k� are convergent
to finite values in the limit N→	. It is simple to show it by
expanding the terms ��u±x0+na�−�m� of Eq. �17� in Taylor
series of �u±x0� /na for n�1 which is justified by the fact
that in the given hypothesis �u�+ �x0��2u*�a and consider-
ing that

�
m=0

+	
�ik�m

m!
�na�−�m�

l=0

+	
�− ik�l

l!
�na�−�l = 1, ∀ n � 1.

Therefore we conclude that we can write Ŵ�k� in the follow-
ing form:

Ŵ�k� = �
n=0

+	

�− 1�n
F2n

�2n�!
k2n.

It is simple to see that

F2

2
= �

n=1

N

�Š��u − x + na�−2��u‹x − Š��u − x + na�−��u��u + x

+ na�−��u‹x� + �
n�l

1,N

Š���u − x + na�−��u

− ��u + x + na�−��u����u − x + la�−��u

− ��u + x + la�−��u�‹x, �19�

where for clarity we have redefined

�a�u��u = 

−u*

u*

dua�u�p�u� ,

�a�x��x = 

−u*

u*

dxa�x�p�x� ,

��b�u,x��u�x = 

−u*

u* 

−u*

u*

dudxb�u,x�p�u�p�x� .

It is matter of simple algebra to show that, for p�u�= p�−u�,
Eq. �19� can be rewritten as

F2

2
= �

n=1

N

Š��u − x + na�−2��u − ��u − x + na�−��u
2
‹x

+ �
n,l

1,N

Š��u − x + na�−��u���u − x + la�−��u

− ��u + x + la�−��u�‹x. �20�

We see that the force variance is composed of two different
contributions: the former, given by the first sum in Eq. �20�,
is mainly due to the fluctuations in the displacements u of all
the sources of the force �in this term the average over x is
only a smoothing operation�, while the latter, given by the
second sum, is determined basically by the fluctuations cre-
ated by the stochastic displacement x of the particle initially
in the origin on which we evaluate the force �in this term is
the averages over u to play a role of simple smoothing�.

It is interesting and useful in applications to calculate all
the above expressions by evaluating all the terms in the sums
in Eq. �20� to second order in �u±x� /na. In order to do this,
we use the following second-order Taylor expansion for
B�A:

�A + B�−� = A−��1 +
B

A
�−�

= A−��1 − �
B

A

+
��� + 1�

2
�B

A
�2

+ o�B

A
�2� .

From this, substituting, respectively, A with na and B with
u±x, we have that
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�u ± x + na�−� � �na�−��1 − �
u ± x

na
+

��� + 1�
2

�u ± x

na
�2� .

Moreover, we have that Š��u±x�2n+1�u‹x=0 for any integer n
due to the symmetry p�u�= p�−u�, while we have that

Š��u±x�2�u‹x=2�2 where �2= �u2�u=�−u*
u*

duu2p�u� is the vari-
ance of the single displacement. Therefore we can write

Š��u ± x + na�−��u‹x � �na�−��1 + ��� + 1�
�2

�na�2�
and

Š��u ± x + na�−��u
2
‹x � �na�−2��1 + ��3� + 2�

�2

�na�2� .

Henceforth,

Š��u ± x + na�−2��u − ��u ± x + na�−��u
2
‹x =

�2�2

�na�2��+1� .

Moreover,

Š��u − x + na�−��u��u ± x + la�−��u‹x

� �na�−��la�−��1 �
�2�2

�la��na�

+ ��� + 1��2� 1

�na�2 +
1

�la�2�� ,

from which

Š��u − x + na�−��u���u − x + la�−��u − ��u + x + la�−��u�‹x

�
2�2�2

�la��+1�na��+1 . �21�

Using all these results in all the terms of Eq. �20�, we obtain

F2

2
� �2�2��

n=1

N
1

�na�2��+1� + 2��
n=1

N
1

�na��+1�2� . �22�

It is simple to verify that both sums in Eq. �22� are converg-
ing for N→ +	 for all ��0, for which we can then rewrite

F2

2
�

�2�2

a2��+1� ���2� + 2� + 2�2�� + 1�� , �23�

where ��t� is the Riemann zeta function �note that for t
→1+ we have ��t��1/ �t−1��. Again the first term is due to
the fluctuations in the position of the sources, while the sec-
ond one is due to the fluctuations in the position of the par-
ticle on which we are calculating the force. In particular in
Eq. �22� the generic term of the first sum give the relative
weight of the nth-nearest-neighbor particles in determining
the force on the particle in X0. At last we can say that, in the
case of displacements limited within a box well contained in
a unitary cell around the initial lattice position, we can ap-
proximate W�F� with a Gaussian PDF with zero mean and
variance given by Eq. �23�. However, as already pointed out,
there is no constraint, in the limit N→	, toward rigorous
Gaussianity and non-Gaussian corrections are in general
present.

B. Case (ii): Power-law-tailed W„F…

As shown above, this is the case in which the OC is
satisfied; i.e., particles are permitted to jump out of their
initial lattice positions beyond the limit of the related unitary
cell in such a way to be found arbitrarily close to some other
particle. Note that this is always the case when the support of
p�u� is unlimited—i.e., if p�u��0, ∀ u�R. However, the
same kind of W�F� is also obtained if ∃ u*�a /2 such that
p�u��0, ∀ u� �−u* ,u*� and zero outside. The difference be-
tween these two subcases is only in the amplitude of the
power-law tail of W�F� but not in its exponent. In general, if
the particle initially at the lattice site x=na is permitted,
through displacements, to be found arbitrarily close to the
particle initially at x=0, it will contribute to the product �10�
through a factor of the type �15�. If instead this is not per-
mitted, it will contribute to �10� through a factor of the form
�13� or �14� depending respectively on whether n�0 or
n�0. In any case, if M = �1/��, in order to find the main

terms of the small k expansion of Ŵ�k� �so as to determine
the large-F tail of W�F��, it is sufficient to truncate all the
small-k expansion of the different factors in Eq. �10� at most
to the order M +1. For the sake of simplicity, let us limit the
discussion to the case in which strictly �M �1 in such a way
to exclude logarithmic corrections in k. We can write

P̂�k;x0� � 

n

�OC� ��
m=0

M
�ik�m

m! �� x

�x��+1�m�
n,x0

+ A�n,x0,��k1/��

 


l

�NOC� � �
m=0

M+1
�ik�m

m!
�� x

�x��+1�m�
l,x0

� , �24�

where A�n ,x0 ,�� is the coefficient of the term �k1/� in Eq.
�16� and the first product on n is on the particles in Xn with
n�0 which can be found arbitrarily near to the particle in X0
�i.e., satisfying the OC with respect to the particle in X0�,
while the product on l is on the particles in Xl with l�0
which have a positive minimal distance to the same particle
�i.e., satisfying the NOC with respect to the particle in X0�. If
p�u��0 ∀ u�R, all system particles with n�0 are included
in the first product. If instead p�u��0 for u� �−u* ,u*� with
u*�a /2 and zero outside, the first product includes only
contributions from the particles with −2u* /a�n�2u* /a and
n�0, while the others are included in the second product.
The large-F behavior of P�F ;x0� and consequently of W�F�
is completely determined by the singular term of order k1/� in

the small-k expansion of P̂�k ;x0�. It is simple to see that, up
to the order k1/�

P̂�k;x0� = �
m=0

M

cm�x0�km + c1/��x0�k1/�,

where the the coefficients cm�x0� can be deduced by counting

from Eq. �24� �in particular cm�x0�= imFm̃�x0� /m!, where

Fm̃�x0�=�−	
+	dFP�F ;x0�Fm is the mth moment of P�F ;x0� and

m�M� and
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c1/� = �
−2u*/a�n�2u*/a

n�0

A�n;x0� ,

where the formula includes also the case u*→	. The small-
k expansion up to the order k1/� of W�F� will be, conse-
quently,

Ŵ�k� � �
m=0

M

bmkm + b1/�k1/�,

where

bm = 

−	

+	

dx0p�x0�cm�x0� =
im

m!
Fm with m � M ,

b1/� = 

−	

+	

dx0p�x0�c1/��x0� ,

where Fm=�−	
+	dFW�F�Fm=�−	

+	dx0p�x0�Fm̃�x0�	�Fm̃�x0��.
It is possible to evaluate explicitly b1/� by using Eq. �16�.

We are now in the situation to connect the singular term

b1/�k1/� of the small-k expansion of Ŵ�k� to the large-F tail
of W�F� by using directly the arguments in Appendix A. This
gives simply

W�F� � BF−1−1/�,

with

B =
1

�



−	

+	

dx0p�x0� �
−2u*/a�n�2u*/a

n�0

p�x0 − na� . �25�

Note that if the support of p�x0−na� is much larger than a
and p�u� is smooth �i.e., approximately constant� on the scale
a, we can approximate Eq. �25� with

B =
1 − p�0�a

�a
.

Note that this last approximated expression is not dependent
on the details of p�u� for u�0. Finally, we can observe that
we have obtained a power-law-tailed W�F� characterized by
the same exponent of the case of a homogeneous Poisson
particle distribution presented in Appendix B. The only dif-
ferences are the two following.

�i� The amplitude of this power-law tail is reduced in the
shuffled lattice with respect to that of the Poisson particle
distribution, given by Eq. �B5�, of a factor



−	

+	

dx0p�x0� �
−2u*/a�n�2u*/a

n�0

ap�x0 − na� � 1 − p�0�a .

�ii� In the shuffled lattice we have this power-law tail for
each ��0, while in the Poisson case the problem is not well
defined for ��1/2 �see Appendix B�.

VI. CONCLUSIONS

We have presented a detailed study of the PDF W�F� of
the stochastic force F generated by a randomly perturbed

lattice of sources of a scale invariant attractive pair interac-
tion field f�x�=−Cx / �x��+1 with ��0 at distance x from the
source.

In general we distinguish two cases.
�i� The NOC is satisfied and no pair of particles can be

found at an arbitrarily small reciprocal distance.
�ii� The OC is satisfied and it exists at least one of such

pairs of particles.
In the first case we have a fast decreasing W�F� similar to

a Gaussian PDF at large F, even though no constraint toward
an exact Gaussian central limit theorem is found. In the sec-
ond case a power-law-tailed W�F� is found. The unique ex-
ponent of such power law is directly related to the pair in-
teraction exponent �, while its amplitude depends also on the
lattice spacing a �with respect to the unit distance through
which we measure x in f�x�� and in general on the shape of
the perturbations PDF p�u�. In particular in this case W�F�
has a power-law tail with the same exponent as the stable
Lévy distribution found in the Poisson case �see Appendix B�
but with a reduced amplitude, even though, analogously to
the case �i�, no constraint has been found toward the stable
Lévy distribution.

Some further general considerations have can now be
done.

�i� In the case in which the probability of finding arbi-
trarily close to one each other, the large-F behavior of W�F�
is basically determined by the small-x behavior of f�x� and
not at all by the the fact if it is long range or not. Therefore,
if we considered a fast decreasing f�x� but with the same
divergence in x=0, we would have deduced the same con-
clusions about the exponent of the large-F tail of W�F�.2

�ii� For this reason, even if we consider a lattice perturbed
by correlated displacements, we expect to obtain the parti-
tion into the two cases �i� and �ii� above considered depend-
ing on the possibility or not to find pair of particles arbi-
trarily close.

�iii� Actually different cases for the large-F tail of W�F�
between the Gaussian-like “fast decreasing” and Lévy-like
“power-law”-tailed PDF with exponent �= ��+1� /� are pos-
sible in very particular cases. These cases correspond to the
choice of p�u� such that p�u��0 exactly for u� �
−a /2 ,a /2� and zero outside. By changing the limit behaviors
of p�u� when u→ ±a /2 we can obtain different large F be-
haviors of W�F�. In particular, if p�a /2��0 and finite �we
consider p�u�= p�−u��, we have the same case as �ii� de-
scribed above with �= ��+1� /�. If instead p�a /2�=0, de-
pending on the behavior of p�u� for u→ �a /2�−, we will have
different values of � but in general larger than ��+1� /�. If,
finally, p�a /2�= +	 �in such a way that p�u� remains anyway
integrable�, in general we obtain � smaller than ��+1� /�
�but always �1 so that W�F� remains integrable�.

2It is possible to show �19� instead that the large-x behavior of the
pair interaction f�x� determines the large-��x−y�� behavior of the
field-field correlation function �F�x�F�y��.
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APPENDIX A: FOURIER TRANSFORM OF POWER-LAW-
TAILED PDF’s

We are interested in the small-k behavior of the character-

istic function f̂�k� of a given power-law-tailed PDF f�x�
which for large �x� behaves as A�x�−� with ��1. Let us call

���=n�1 the integer part of �. In this hypothesis f̂�k� has a
regular Taylor expansion up to the order n−1 followed by a
singular term proportional to k�−1:

f̂�k� 	 

−	

+	

dxf�x�eikx = �
m=0

n−1
�ik�m

m!
xm + f̂ s�k� , �A1�

where xm=�−	
+	dx xmp�x� and f̂ s�k� contains the singular part

of f̂�k� and at small k is an infinitesimal of order �−1 in k �if
� is an integer it contains also logarithmic corrections�.

Now we show that effectively at sufficiently small k,

f̂ s�k��Bk�−1 (where now a�k��b�k� means that
limk→0�a�k� /b�k��=1), giving an explicit expression for B as
a function of both the amplitude A and the exponent �.

First of all, let us study the case of a function h�x� that can
be written as

h�x� = B�x�−� + h0�x� , �A2�

where B�0, 0���1 and h0�x� is a smooth function, inte-
grable in x=0 and such that x�h0�x�→0 for �x�→	. This
means that h�x� presents an even power-law tail. In this case

the small-k behavior of ĥ�k�=�−	
+	dx h�x�eikx is completely

determined by the Fourier transform of B�x�−�—i.e,

ĥ�k� � B

−	

+	

dx�x�−�eikx.

In order to perform this Fourier transform we introduce the
integral representation

�x�−� =
1

����
0

	

dzz�−1e−�x�z, �A3�

where ���� is the Euler gamma function. Using Eq. �A3� we
can write



−	

+	

dx�x�−�eikx =
1

����
0

	

dzz�−1

−	

+	

dxeikx−�x�z

=
2k�−1

���� 
0

	

dq
q�

1 + q2 .

Using the general relation valid for 0���1,



0

	

dq
q�

1 + q2 =



2 cos��

2

� , �A4�

we can conclude

ĥ�k� =
B


����cos��

2

� k�−1 + o�k�−1� . �A5�

If instead of using the integral representation �A3� one used

�x�−� =
1

���

2
�
0

	

dzz�/2−1e−x2z,

one should obtain an alternative expression containing only
gamma functions:

ĥ�k� =

B�
��1 − �

2
�

2����

2
� k�−1 + o�k�−1� .

Note that the coefficient of the term k�−1 is real and positive.
Another important case is when the function h�x� has an odd
nonintegrable power-law tail—i.e.,

h�x� = B�x�−��2��x� − 1� + h0�x� , �A6�

where ��x� is the usual Heaviside step function, B�0,
0���1, and h0�x� the same as in Eq. �A2�. By using the
same integral transformation leading to Eq. �A5�, in this case
we obtain

ĥ�k� = i
B


����sin��

2

� k�−1 + o�k�−1� .

At this point we can go back to the problem of finding the

dominant small-k contribution of the term f̂ s�k� in Eq. �A1�
for the PDF f�x� decaying at large �x� as A�x�−�. Note that
now we cannot apply directly the argument we have used for
the above function h�x�. In fact if, from one side, also in this
case we can write

f�x� = A�x�−� + f0�x� ,

with �x�� f0�x�→0 for �x�→	, from the other side ��1 �for
definiteness of probability� and f0�x� contains a noninte-
grable singularity at x=0 so that to cancel the nonintegrable
contribution of the A�x�−� term at small x. In order to circum-
vent this difficulty we introduce the function

g�x� = xnf�x� ,

where n is the integer part of �. In this way g�x� is similar to
the function h�x� of Eq. �A2� if n is even and to the h�x� of
Eq. �A6� if n is odd. Therefore, by defining as usual
ĝ�k�=�−	

+	dx g�x�eikx, we can say that

ĝ�k� =
A


��� − n�cos�� − n

2

� k�−n−1 + o�k�−n−1�

if n is even and
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ĝ�k� = i
A


��� − n�sin�� − n

2

� k�−n−1 + o�k�−n−1�

if n is odd. Now in order to find the singular part f̂ s�k� of f̂�k�
it is sufficient to integrate n times ĝ�k� �the integration con-

stants giving rise to the finite moments terms of f̂�k� in Eq.
�A1��. In this way we obtain

f̂ s�k� =�
�− 1�n/2A


����cos�� − n

2

� k�−1 + o�k�−1�

for even n ,

�− 1��n+1�/2A


����sin�� − n

2

� k�−1 + o�k�−1�

for odd n , �
�A7�

where we have used the following property of the gamma
function: ��x+1�=x��x�, hence ���−1�¯ ��−n����−n��
=����. Note that in both cases the coefficient of the term
k�−1 is real.

APPENDIX B: FORCE PDF IN A POISSON PARTICLE
DISTRIBUTION

Let us consider the case in which the particles are distrib-
uted on the line interval �−L /2 ,L /2� of length L following a
spatially stationary Poisson process with average density �0
�0. We want to know the PDF WP�F� of the field

F = �
i=1

N
xi

�xi��+1 �B1�

generated at the origin of the space by all the N system
particles �we can consider N=�0L as the fluctuations of order
��0L, due to the Poisson statistics, are completely unimpor-
tant for this problem in the large-L limit�. We will follow the
procedure to find WP�F� in three dimensions used by Chan-
drasekhar in �1� for the gravitational force. Note that, as the
positions of different particles are uncorrelated, the joint
PDF p�x1 , . . . ,xN� of the positions of the N system particles
is simply

pN�x1, . . . ,xN� = 

i=1

N

p�xi� ,

where p�xi�=1/L. Therefore we can write

WP�F� =
 

−L/2

L/2 �

i=1

N
dxi

L ���F − �
j=1

N
xi

�xj��+1� . �B2�

Let us now study the characteristic function

ŴP�k� = F�WP�F�� = 

−	

+	

dFWP�F�eikF.

By taking the FT of Eq. �B2� we obtain

ŴP�k� = �

−L/2

L/2 dx

L
exp�ik

x

�x��+1��N

.

By adding and subtracting 1 inside the square brackets and
taking the limit L→	 with N=�0L we arrive at the final
expression:

ŴP�k� = exp�− �0k1/�

−	

+	

dt�1 − exp�i
t

�t��+1��� .

Note that



−	

+	

dt�1 − exp�i
t

�t��+1�� = 2

0

	

dt�1 − cos�t−���

=
2

�



0

	

duu−1−1/��1 − cos u� ,

where the last passage is due to the change of variable
t−�=u. Let us now use, as in the previous appendix, the
integral representation

u−1−1/� =
1

��� + 1

�
�
0

	

dzz1/�e−uz.

Through this transformation we arrive finally at the relation



−	

+	

dt�1 − exp�i
t

�t��+1�� =
2

���� + 1

�
�
0

	

dz
z−1+1/�

1 + z2 .

�B3�

Note that the last integral is diverging for ��1/2, indicating
that the problem is not well defined for these values of � as
F is not a well-defined stochastic quantity. This means that
the sum in Eq. �B1� needs an L-dependent normalization to
become a well-defined stochastic variable. In fact, differently
to the shuffled lattice case, where the typical mass fluctuation
on regions of size R is proportional to R0, in the Poisson case
this is due to the fact that such a fluctuation is proportional to
R1/2. The field due to the mass fluctuation in a sphere of
radius R on the origin of the sphere is of order R−� for the
shuffled lattice and R−�+1/2 in the Poisson point process. This
explains why for a shuffled lattice the problem is well de-
fined for any ��0 and not only for ��1/2. This also says
that for ��1/2, in order to have a well-defined stochastic
field also in the Poisson case, we have to divide the field in
Eq. �B1� by L−�+1/2 where L is the system size. The same
argument can be used in d dimensions, for which the same
mass fluctuations are, respectively, proportional to R�d−1�/2 in
the shuffled lattice and Rd/2 in the Poisson case. This says
that the problem is well defined, without L-dependent nor-
malization of the field, for �� �d−1� /2 for the shuffled lat-
tice and ��d /2 for the Poisson case �in the gravitational
case in d=3 faced by Chandrasekhar �1� we have �=2 and
the field is a well-defined stochastic quantity in both cases�.

Let us now go back to Eq. �B3� for ��1/2. By using Eq.
�A4� we can rewrite it as
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−	

+	

dt�1 − exp�i
t

�t��+1�� =



���� + 1

�
�sin� 


2�
� ,

where we have also used cos�
�1/�−1� /2�=sin�
 / �2���.
Consequently,

ŴP�k� = exp�−

�0

���� + 1

�
�sin� 


2�
� k1/�� , �B4�

which is exactly of the form of the characteristic function of
a Lévy stable PDF �17�. By expanding Eq. �B4� to the first

nonvanishing order larger than zero, we have

ŴP�k� = 1 −

�0

���� + 1

�
�sin� 


2�
� k1/� + o�k1/�� .

If we now invert this Fourier transform as explained in the
preceding appendix, we can conclude that

WP�F� � BF−��+1�/� for large F ,

with

B =
�0

�
. �B5�
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