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Inferring the time-dependent complex Ginzburg-Landau equation from modulus data
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We present a formalism for inferring the equation of evolution of a complex wave field that is known to obey
an otherwise unspecified (2+ 1)-dimensional time-dependent complex Ginzburg-Landau equation, given field
moduli over various closely spaced planes. The phase of the complex wave field is retrieved via a noninter-
ferometric method, and all terms in the equation of evolution are determined using only the magnitude of the
complex wave field. The formalism is tested using simulated data for a generalized nonlinear system with a

single-component complex wave field. The method can be generalized to multicomponent complex fields.
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I. INTRODUCTION

Consider a complex quantum-mechanical wave function
(or complex order parameter field) appearing in a particular
law of physics governing its spatial and temporal evolution.
Such equations of evolution are often partial differential
equations, such as the linear or nonlinear Schrodinger equa-
tions, the Klein-Gordon equation, the Gross-Pitaevskii equa-
tion, or the complex Ginzburg-Landau equation. Can such
partial differential equations be treated as an unknown,
which is to be inferred from measurements of probability
density? Such inference of the precise form of the governing
partial differential equation involves using modulus data to
impose constraints on the equation, a process known as
“identification” of the equation of evolution [1,2]. This ap-
proach has been limited to real scalar fields or known com-
plex scalar fields (see, e.g., [3-5]). In such cases the equation
of evolution of a complex scalar field can only be identified
if both the probability density (intensity) and phase of the
complex wave field are known a priori. However, under the
Born interpretation of quantum mechanics, the phase of a
complex wave function is not directly measurable. In such a
context, we reiterate the fundamental question: can we infer
the equation of evolution governing a complex field, given
only modulus data?

In attacking this question, an important analytical tool is
provided by recent work directed towards noninterferometric
determination of the phase of a complex wave field from
modulus data, a task commonly termed “phase retrieval”
(e.g., [6-8]). However, such an approach assumes a known
equation of evolution for the wave field. In a previous paper
we demonstrated the feasibility of determining the evolution
equation of a complex field, given modulus data alone, as-
suming the field to obey an otherwise unspecified dissipative
(2+1)-dimensional nonlinear Schrédinger equation [9].
Here, we extend this work to a larger class of otherwise
unspecified equations of evolution—the (2+ 1)-dimension-
al time-dependent complex Ginzburg-Landau equation, one
of the most-studied partial differential equations in math-
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ematical physics (see, e.g., [10]). Specifically, we provide a
means for “measuring” or inferring an otherwise-unspecified
(2+1)-dimensional time-dependent complex Ginzburg-
Landau equation from modulus information on a complex
field governed by such an equation.

We close this Introduction with an outline of the remain-
der of the paper. In Sec. II we introduce the time-dependent
complex Ginzburg-Landau equation, together with the form
of this equation which is obtained via the Madelung trans-
formation. This section also outlines the computational pro-
cedures used to numerically evolve the Ginzburg-Landau
wave function over a discrete space-time lattice, thereby pro-
viding synthetic data for use in later sections of the paper.
Section III discusses wave-function phase retrieval in the
presence of diffusion by making use of one member of the
Madelung-transformed version of the time-dependent com-
plex Ginzburg-Landau equation. Section IV discusses the
sensitivity of the retrieved wave-function phase on the error
in the diffusion parameter. In Sec. V we apply our formalism
for extracting all terms in an otherwise-unspecified (2+1)-
dimensional time-dependent complex Ginzburg-Landau
equation from simulated modulus data. These modulus data
are taken over several closely spaced planes, each of which
corresponds to a particular constant value of time. Section VI
generalizes our discussion to multicomponent complex
fields, Sec. VII discusses the limitations of our numerical
scheme, and in Sec. VIII we conclude with a discussion of
some implications of this formalism and suggest future di-
rections.

II. TIME-DEPENDENT COMPLEX GINZBURG-LANDAU
EQUATION

The time-dependent complex Ginzburg-Landau (TDCGL)
equation is

i+ (1= i)V + /(D) +ig() [W =0, (1)
Z

where =W (x,y,z) is the complex wave function (or com-
plex order parameter field), I=1(x,y,z)=|¥(x,y,z)* is the
probability density, or the intensity, a and # are real param-
eters, f(I) and g(I) are real-valued functions of I which, re-
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spectively, quantify the nondissipative and dissipative char-
acter of the system, z is the evolution parameter (henceforth
taken to be time), and V | =(d/dx,d/ dy) is the gradient op-
erator in the Cartesian x-y plane. Special cases of the
TDCGL equation (1) describe a wide variety of both classi-
cal and quantum systems, such as monoenergetic electron
beams [11], beamlike monochromatic scalar electromagnetic
waves [12], intense scalar electromagnetic fields in nonlinear
media [13], Bose-Einstein condensates [14], uncharged su-
perfluids, and vortices and strings in field theory [15].

When we refer to “measuring” or inferring the equation of
evolution of a field governed by a differential equation that is
a special case of the TDCGL equation (1), we mean the
following: solving for all the parameters (« and 7), functions
[f(I) and g(D)], and the phase arg(¥) of the complex scalar
field ¥ from given modulus data information /. This modu-
lus information is provided over several closely spaced
planes of constant z. By “closely spaced,” we refer to the
requirement that the evolution of probability density, for any
fixed (x,y), vary linearly with z when z lies between the
values of any two adjacent measurement planes.

In investigating a means for measuring the TDCGL equa-
tion (1), we limit ourselves to simulated modulus data. Our
work proceeds in two stages. In the first stage we focus on
generating simulated data from the known TDCGL equation
(1) [i.e., forward evolution of the wave function W in Eq. (1)
with «, 5, f(I), and g(I) specified]. The second stage solves
for the TDCGL equation (1) based on the assumption that
only the modulus information 7=|W|? is known, this modulus
information being given over several closely spaced planes
of constant z.

In the forward evolution, we solve Eq. (1) using a fourth-
order Runge-Kutta differentiation scheme (see, e.g.,
[8,9,16]). The simulations were performed using a numerical
grid with 2025 X 2025 pixels in x and y, with z step Az
=1077 running for 300 iterations. Numerical data (modulus
information and/or the phase) are obtained from a central
subset with spatial grid size 1025 X 1025 within the simula-
tion domain [0,1]X[0,1], corresponding to spatial step
1/1024. Our simulations use a=1, »=2, and f(I)
=100 sin(7]), with the power dissipation function specified
by g(I)=31.

The initial condition is based on a Gaussian intensity pro-
file with sinusoidal modulation

2
I(x,y):A{l + 5exp[— %(r:vro) }cos[an(x—xO)]}
1(r=rg 20
X{l+5exp[—§< ” )]sm[%m(y—yo)]}
% 1(r—r0>2
exp _E W s (2)

where A is a constant denoting the Qeak of the Gaussian
profile of width W located at r=vx*>+y?=r,. We choose A
=10,W=1/8,6=0.01,r7y=0.5, and n=20. The initial phase
of the system is specified by the Gaussian profile
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FIG. 1. The evolution of the complex field ¥ as a function of
the evolution parameter z. We use the intensity / at various slices
=29, =2, and z=z4 to infer the evolution equation of the system.

r—ry\?
<1>(x,y>=Aq>exp[—%( W°) ] 3)

! \

U= VIe®
|
J

where Ag is a constant, which can be used to vary the aver-
age phase gradient of the system. We performed simulations
with Ag in the range [0,2]. Within this range, the average
phase gradient (|V | ®|) is approximately in the range [0,2].

As ¥ evolves through z we output the intensity profile to
a file after every 100 iterations. The profile at the 100th
iteration corresponds to evolution parameter z=z, the profile
at the 200th iteration corresponds to z=z,, and the profile at
the 300th iteration corresponds to z=z, (see Fig. 1). The
phase profile of ¥ is also written to a file at every 100
iterations, for later comparison with the recovered maps of
wave-function phase.

Given the measurements of the probability density distri-
bution 7 of a system over closely spaced planes of fixed z, we
solve for the evolution equation of the system. Specifically,
given the intensity profiles at z,, z,, and z4, we infer the
complex Ginzburg-Landau equation (1). We start by consid-
ering the formulation of Eq. (1) in polar coordinates via the
Madelung transformation [17]

= \I P (4)
where ®=®(x,y,z) is the phase of the complex field V.

Substituting Eq. (4) into Eq. (1) and, upon separating the real
and imaginary components, we obtain two independent

equations
1 - -
VLV, D)+ %|vlq>|2+ G=0, (5)
bl _
. -1’—vl (IVL<1>)+—|VLCI>|2+F=O, (6)
Z CY

where ®=2®/« and

_ a1 20 291

=V, 7
I&z a a ] @
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zf(l) 2 1 2 -
F=- = —v2 L (8
2 a2 \“"I 1 )

a

In this form, Eq. (5) is a diffusion-type equation with diffu-
sion coefficient 7/a, whereas Eq. (6) is analogous to the
Navier-Stokes equation for an incompressible fluid [15].

Inferring the TDCGL equation involves first solving Eq.
(5) for the phase ® (see, e.g., [9]). This phase retrieval step is
treated in the following pair of sections (Secs. III and IV). It
is only after this phase-retrieval step has been completed that

we perform the subsequent step of equation identification
(Sec. V).

III. PHASE RETRIEVAL IN THE PRESENCE
OF DIFFUSION

To illustrate the method in which ® (or ®) may be re-

trieved, we solve Eq. (5) for ® assuming for the moment that
a, 5, I, and g(I) are known. We write Eq. (5) as

~ 1 ~ -
V2L®+;VLI~VL¢=—G—%Y|VL<I>|2. 9)

The last term on the right-hand side of Eq. (9) may be re-
garded as a perturbation of second order in the phase gradi-
ent. This suggests an iterative numerical scheme to solve for
the phase. At the kth iteration Eq. (9) is written as

VE 4V IV B G- TV B,
1 *k I 1 1 *¥k= 2 1 *Fk-1

. (10)

where ®@,_; is the phase at the previous, (k— 1)th iteration. At
the first iteration (k=1) we set |V, ®y|=0. At successive it-
erations, CIBk—the only unknown in the above nonlinear
second-order partial differential equation—is obtained using
a multigrid numerical scheme [18], which is implemented
via the MUDPACK package [19-21].

The iterative scheme assumes that the phase gradient is
small. Therefore a successful and accurate recovery of the
phase requires, as a necessary condition for the use of our
method, that [V, ®|<1.

The convergence criterion of the iterative numerical
scheme is determined by the change in the total phase gra-
dient (the norm of the phase gradient) of the retrieved phase,
Iv.® cessive ite
converge when |V | ®||,~||V , ®||,_; is small—e.g., less than
1076,

At every iteration we monitor the root-mean-square (rms)
error of the phase gradient, o(|V, ®|). This is defined ac-
cording to

, over two successive iterations. The scheme is said to

f (17,04~ |V, B2 dx dy
o[V, @) = = . (1)

|VL(I)E|2 dx dy
Q

where () € R? and @ is the exact phase. Figure 2(a) shows
the rms error for Ap=1, where the average phase gradient
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FIG. 2. The rms error of the phase gradient o(|V, ®|) as a
function of the iteration number k. (a) Ap=1 (with (|V®g|)
=0.982), showing that the error decreases rapidly and hence the
numerical scheme converges. (b) Agp=2 (with {((V®g[)=1.97). Here
the error oscillates, illustrating that the numerical scheme does not
converge. After about 390 iterations the error in (b) diverges.

(|V  @g|)=0.982; Fig. 2(b) shows the rms error for Agp=2,
where the average phase gradient (|V , ®,[)=1.97. The rms
error decreases rapidly in (a); however, the error in (b) oscil-
lates and diverges. Numerical simulations show that the nu-
merical scheme converges up to Agp=1.5 (i.e., ({V Dy
~1.47); however, the scheme does not converge for Ag
=1.6 (i.e., above |V ®g)~1.57). This indicates that it is
possible to retrieve the phase up to (|V |, ®g|) ~ 1.47, which is
well above the constraint imposed by perturbative consider-
ations, i.e., |V, ®g=1.

Figure 3(a) shows the retrieved phase for Ap=0.1. When
one retrieves the phase of a complex wave function governed
by a partial differential equation, it is necessary to consider
the uniqueness of the retrieved phase. It has been shown by
Gureyev et al. [22], for the specific case of nondiffusive,
nondissipative linear optical systems, that the retrieved phase
is unique up to an arbitrary and irrelevant constant. Inclusion
of diffusion and dissipation does not alter the conclusion of
uniqueness up to an arbitrary additive constant.

Figure 3(b) shows the relative error ogx(®) in the phase,
where og(®) is defined according to

b-d,
max(®g) — min(dg)’

op(P) = (12)

where max(®y)—min(®y) is the range of the exact phase.
The error in the retrieved phase at each point (x,y) is mea-
sured relative to the range, rather than relative to the value of
the exact phase at the point (x,y), since the phase is only
measured up to an arbitrary constant. To compare the re-
trieved phase to the exact phase, we have also shifted both
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(b) Relative phase error.

FIG. 3. (a) Retrieved phase at z; (Ap=0.1) and (b) relative error
in the phase. The phase is retrieved from the simulated intensity
data via the multigrid iterative phase retrieval scheme using the
intensity at z, and z,. The relative error in the retrieved phase indi-
cates that phase retrieval is less accurate at the boundary where /
—0; however, the relative error is small in the interior (where [
deviates away from zero). This illustrates that it is possible to re-
cover the phase accurately, given modulus information.

phases so that each has an average of zero. The plot shows
that the relative error in the phase is small in the interior and
becomes larger at the boundary. This is a consequence of the
intensity / approaching zero at the boundary; in this case the
phase is not defined. In the interior where the phase is well
defined, it can be retrieved with a relative error of less than
1% at most points. The successful and accurate retrieval of
the phase in the presence of diffusion is a significant step in
our attempt to infer the complex Ginzburg-Landau equation.

IV. PHASE SENSITIVITY WITH ERRORS IN 7

The phase-retrieval scheme is robust for a precisely
known diffusion parameter 7. Here we investigate the effect
of an error in 7 on the retrieved phase.

Figure 4 shows a comparison between the exact phase and
the retrieved phase for various errors in 7. If we define the
boundary of our system, d{), to be a circle inscribed within
the simulation domain [0,1]X[0,1], it can be seen that the
integral N of the normal phase gradient,

stg V ®,-ndl, (13)
9]

where dl is the path along the boundary and n is an outward-
pointing normal to the boundary, of the exact phase approxi-
mately vanishes on the boundary. The retrieved phase with a
precisely known 7 [as shown in Fig. 3(a)] is very accurate
compared to the exact phase [as shown by the small relative
error in Fig. 3(b)]. However, with a negative error in 7 (i.e.,
a value of 7 that is less than its exact value), the quantity N

(b) 67 = +0.01.

FIG. 4. Relative error in the retrieved phase with various errors
in the diffusion parameter 7. (a) A negative error in 7 gives the
illusion of “particles” leaving the system, whereas in (b) a positive
error in 7 gives the illusion of “particles” entering the system.

is positive [see Fig. 4(a)]. When the error in 7 is positive
(i.e., a value of 7 that is greater than its exact value), N is
negative [see Fig. 4(b)]. Since V| ®-n is the velocity of the
“particles” entering or leaving the system, with N>0, Fig.
4(a) gives the illusion of “particles” leaving the system;
whereas for V, ®-n<0, Fig. 4(b) gives the illusion of “par-
ticles” entering the system. For the situation in which we
want to infer the equation of evolution from modulus data,
this suggests that accurate inference of the diffusion param-
eter 7 is required if we are to infer an equation of evolution
that accurately describes the system.

V. INFERRING THE COMPLEX GINZBURG-LANDAU
EQUATION

In this section we describe how the TDCGL equation (1)
may be solved for the unknown parameters « and 7, together
with the unknown functions f(I) and g(/) and the phase
®(x,y). We divide the task into three parts. In Sec. V A we
illustrate how «a, 7, ®(x,y), and f(I) can be determined.
This is done by assuming that g(/) is known. In Sec. V B we
discuss how g(I) can be determined. Finally in Sec. V C we
combine the methods discussed in Secs. VA and VB to
infer all the coefficients and functions in the TDCGL equa-
tion, given wave-field moduli alone.

A. Inferring «, 5, ®(x,y), and f(I)

The behavior of N due to errors in 7 allows us to set up a
“diffusion relaxation” iteration scheme to accurately infer
a, 7, P(x,y), and f(I). We do this by assuming a priori
knowledge of N; that is, we know the total current flowing
through the boundary. This a priori knowledge of the bound-
ary condition for the phase is not a serious limitation. For
example, methods can be developed to measure the phase on
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FIG. 5. Frequency histogram of #7/a for the case when
®(x,y)=0. The histogram is constructed from 100 equally spaced
isointensity surfaces using Eq. (14). The vertical axis is the number
of occurrences of 7/« within the interval A(7/a)=1073, whereas
the horizontal axis shows the various retrieved values of 7/a. The
value 7/ ®=2.283 at the peak of the histogram is taken as the initial
guessed value of 7/« for our diffusion relaxation scheme.

the boundary. One such method was discussed in our previ-
ous paper (see [9]). Here, for convenience, we assume N
=0 on the boundary. This is satisfied, for example, if the
system is trapped inside a potential well such as a Bose-
Einstein condensate in a harmonic trap [23-25]. It is also
satisfied if the system is confined to a container, such as for
an uncharged superfluid [26]. In many other finite-size sys-
tems, the integrated current density normal to the boundary
of the system is expected to be zero (if we choose a boundary
that is sufficiently large).

The diffusion relaxation scheme is as follows. In the first
iteration we guess 77/a. This value is used to retrieve the
phase ® using Eq. (5) with an arbitrary value of @, which is

immaterial since the previous value of ® is zero everywhere.
Once we have 7/« and ®, we use these quantities to infer
using Eq. (6). We then calculate N on the boundary. If N
<0, we know that the guessed value of 7/« is too large;
otherwise, it is too small. We then modify #/a. The initial
guess of 7/« can take any nonzero value; however, our ini-
tial guess is obtained by solving 7/« using Eq. (5), with the
assumption dy(x,y)=0. We solve for 7/a [for the case
®(x,y)=0] in a similar way to how we solved for « in [9].
That is, we substitute pairs of points with the same
intensity—i.e., I,=I, [where I,=I(x;,y;,z) and I,
=1(x,,y,,z) —into Eq. (5) to obtain two independent equa-
tions—one equation for each of the points (x;,y,) and
(x5,y2). Subtracting these two equations from one another to
eliminate g(I) we obtain

oL _dh
n dz 0z
a 21V -2VLV2 T

By using many constant-intensity surfaces a histogram of
n/ «a can be constructed and 7/« is obtained as the peak of
the histogram (see Fig. 5) [in the specific case when g(1) is
known, Eq. (5) may be solved directly for 7/«].

To guide us in how to modify 7/« at successive itera-
tions, we can guess 7/« again at the second iteration. For
example, at the second iteration we increase n/a by 1%
compared to the value taken by this quantity at the initial
guess. This results in N at the second iteration differing
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slightly from its value at the first iteration. The magnitude
and sense in which N varies allows us to systematically
modify 7/« at subsequent iterations.

The diffusion relaxation scheme is summarized in Appen-
dix A. This scheme fits well with the iterative phase-retrieval
method that is used to retrieve the phase of the complex
system. For example, at the first iteration « is unknown
(even though 7/a was approximated or guessed initially).
However, it is immaterial since initially we set ®(x,y)=0
and consequently the term (7al/2)|V ,®|? in Eq. (5) van-
ishes. At successive iterations (7al/2)|V,®|* is approxi-
mated by using «, 7, and ® from the previous iteration.

In the diffusion relaxation scheme, N at two successive
iterations is used to modify 7/« at the next iteration. If N at
the current iteration has the value N;=0, the normal gradient
of the phase ® is assumed to be correct and our previous
values of a and 7 are the required solutions. If N, # 0, we
use the modified diffusion algorithm, given in Appendix A 2,
to find the fractional increase, Xi ;= (71— )/ 7, in 7/ .
The behavior of the algorithm is as follows.

If N at the current iteration changes from negative to posi-
tive (or vice versa)—i.e., NyN,_; <0—it implies that N has
overshot (or undershot) the required N=0 value. This sug-
gests that the previous value of X is too large and we need to
reverse the sign of X. Furthermore, the magnitude of X must
be smaller than the previous magnitude; otherwise, N would
just undershoot (or overshoot) again with a larger magnitude.
To achieve this we modify X according to

Ny
Ni—= Ny

The condition N;N,_; <0 guarantees that [N, <|N,—N,_,|,
and as such we have |X;,,|<|X,|. This condition also guar-
antees that N,/(N,—N,_,) is always positive, and thus the
sign of X, in Eq. (15) is always opposite to X;.

If N does not change sign between successive iterations—
i.e., NiN,_1>0—no overshooting or undershooting occurs.
In this situation we compare the magnitude of N at succes-
sive iterations. Two possibilities occur, the first of which is
INi| > |Nj_i|, with the second being |N;| <|N,_,| (the situation
IN(|=|N,_;| never occurs as long as X, #0—i.e., N;_, #0;
otherwise, the algorithm is deemed to have converged). If
IN(|>|N,_,|, N diverges. This implies that X, has the wrong
sign. To correct this, we must change the sign of X. We also
require that |X.,,|>|X,|; otherwise, there will not be any
improvement in N in the next iteration (because a change
with |X,,;| <|X,| is not enough to reverse the previous diver-
gence in N and a change with |X,,|=|X,| would just bring
Ny, back to N,_; in the next iteration). These requirements
can be met by setting

X1 =- X (15)

Xk+l:__Xk' (16)

That is, since NyN,_,; >0 and |[Ny|>|Ni_i|, |Xpei|>1X,| and
the sign of X, is always opposite to that of X;.

However, if |[N,|<|N,_;|, |N,| approaches zero and the
iterates converge. In this situation the sign of X is correct,
and so X;, should have the same sign as X;. The magnitude
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of X, should be proportional to the deviation of N, from
zero. These requirements can be met by setting

k
Xiy1 = —X;. 17
k+1 Nk—l k ( )

This guarantees that N;,; will converge and the convergence
is stable since |N,| <|N,_;| which always leads to X, <X;.

The modified diffusion algorithm in Appendix A 2 guar-
antees that N always evolves toward zero. The algorithm for
obtaining N is analogous to the Newton-Raphson method for
finding the root of a nonlinear function [27]. Consequently,
the algorithm is robust. At the end of each iteration, we use X
to update 7/ a—i.e.,

(1’) :(1+Xk+])<17> . (18)
A/ ey &/

The robustness of the diffusion relaxation scheme has
been tested numerically. For each iteration, |X| is monitored
to test for convergence. If |X|<e, where € is a small toler-
ance, we consider the numerical scheme to have converged.
Since the retrieved phase is sensitive to errors in 7 in the
order of ~0.01, the tolerance € is set such that #.,—
<0.01—i.e., e=107". During the iteration scheme 7/«a, a,

and @ evolve towards the asymptotic values (7/@)., Q.,

and @.,, respectively.

To ensure that the numerical scheme converges from both
sides of (7/a).., we reflect the initial guess of 7/« through
(m/ @)., and start the iteration scheme again (with the initial
values of ® reset to zero). The latter numerical scheme con-
verges again, with 7/a, «, and @ approaching the
asymptotic values (7/a)., a’, and ®., respectively, with
(9l ). = (9l Q).., a,~a,, and ®.~P,. The differences
between these two sets of asymptotic values are due to the
precision of the numerical scheme. Therefore, we take the
solutions to be the average of these two sets of asymptotic
values.

Figure 6(a) shows the evolution of 7 as a function of the
iteration number k. For an arbitrary guess of 7/ «, the param-
eter 77 can be obtained once we have an approximation for a.
The numerical iteration scheme evolves 7 toward the
asymptotic value 7=2.000 44. Furthermore, when the initial
guess is reflected through the asymptotic value (7/a),, (in
which case 7 is also reflected through its asymptotic value)
and the iteration scheme rerun, % tends again toward the
same asymptotic value. This illustrates that the numerical
scheme is robust and 7 converges quickly. The actual value
of 7 is 2. The error in 7 may be due to the integral of the
normal phase gradient not precisely vanishing on the bound-
ary and from the error in the retrieved phase.

Figure 6(b) shows that « also evolves towards an
asymptotic value, =1.007. When 7/« is overestimated, the
parameter « evolves towards the asymptotic value from be-
low; however, « is less sensitive when 7/« is underesti-
mated. The actual value of « is unity. The error in @ may
also be due to the error in 7/« and the error in the retrieved
phase.
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FIG. 6. The evolution of 7, «, N, and X in the diffusion relax-
ation numerical iteration scheme for a typical simulation ({|®|)
=0.49). (a) 7 converges to a precise value in the long-term evolu-
tion. From above 7, — 2.000443, from below 7_—2.000439. The
exact value is 7=2. (b) When 7 is overestimated, & was initially
underestimated (its exact value is unity); however, it subsequently
evolves towards a_— 1.007. When # is underestimated, « is rela-
tively constant, illustrating that « is less sensitive to a negative error
in 7 when compared to a positive error in this quantity. (c) shows
that the normal phase gradient along the boundary tends towards
zero from both sides, whereas (d) illustrates the fractional variation
of 7 as it converges towards a solution.

Figure 6(c) shows the behavior of N for N>0 and for
N<0. The magnitude of N is large at the start of each itera-
tion. Its values tend towards zero quickly from both sides as
a function of iteration number, illustrating the convergence
of the numerical scheme. The corresponding fractional
change in the diffusion parameter, X, plotted in Fig. 6(d),
indicates how # varies during the iterations. The parameter X
is varied such that N evolves towards zero and » and «
evolve towards their asymptotic values.

A typical frequency histogram of « at the end of the it-
eration is shown in Fig. 7 ((|®[)=0.49). The value of «
taken from the peak of this histogram is a=1.01+0.04, with
the error taken as the full width at half maximum (FWHM)
of the frequency histogram. The relative error in the retrieved
phase at the end of the simulation is shown in Fig. 8(a). The
profile is typical of the phase being retrieved with positive
error in 7, consistent with the inferred value of 7
=2.000 44 (i.e., Ap=+0.000 44) (see Fig. 4). The magnitude
of the relative error is very small, being within 1% at each
grid point; this is approximately the relative error that the
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FIG. 7. A typical frequency histogram of « at the end of the
diffusion relaxation scheme, for =1.01+0.04. The error is taken as
the FWHM of the histogram. The histogram is constructed from
100 equally spaced isointensity surfaces using Eq. (6). The vertical
axis is the number of occurrences of a within the interval Aa
=1073, whereas the horizontal axis shows the various retrieved val-
ues of a.
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FIG. 8. (a) Relative error in the retrieved phase taken at the end
of the diffusion relaxation scheme. This relative error is consistent
with an error of 7 being positive and also consistent with the accu-
racy with which the phase can be retrieved. (b) and (c) show that
the rms error in the phase and the phase gradient quickly decays
with increasing iteration number k.

phase can be retrieved with exactly known parameters and
functions (see Fig. 2). The fractional rms errors in the phase
and in the phase gradient, o(®) and o(|V , ®
Figs. 8(b) and 8(c). In both cases the fractional rms errors are
less than 2%. Note that even when we use the exact values of
7 and «, the fractional rms errors in the phase and in the
phase gradient are also of a similar value.

Once 7, a, and ® are obtained, we can calculate the non-
linear term f(I). This is a straightforward process, which in-
volves the direct application of Eq. (6). A typical result is
shown in Fig. 9. Besides a constant energy shift of —131.14
(see [9]), the error in the inferred nonlinear term f(7) is small
and can be accounted for from the error in inferring 7 and «
and from the error in the retrieved phase ®.

So far we have neglected the dissipation term g(7). The
diffusion relaxation scheme assumes that the functional form
of this dissipation is known. In Sec. VB we discuss the
effect of dissipation on the phase of the complex field W,
together with ways in which the nonlinear dissipation func-
tion g(I) can be inferred.

m%AAAA
ﬁvvvv

FIG. 9. Comparison between the exact function f(I)
=100 sin(7rl) (upper curve) and the inferred function (lower curve),
which can be fitted with —131.14+100.59 sin(7r/). This illustrates
that the nonlinear function f(I) can be recovered accurately. The
constant offset is indicative of the fact that the wave-function phase
can only be retrieved up to an arbitrary constant.
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B. Inferring g(I)

Our diffusion relaxation scheme assumes that the dissipa-
tion function g(7) is known. In this section we show that, in
general, it is hard to solve for the dissipation in the same
numerical scheme that is used to infer the parameters » and
a and the functions f(I) and @ [except in the case where
®(x,y,z)=0]. This is because dissipation has an adverse ef-
fect on the evolution of the phase, in the sense that will now
be described. N

Consider the case when |V | ®| is small, for which we can
write Eq. (5) as

ZIg(I) 27

ol -
VL IV, ®) + \Gviwzo. (19)
Z

If we define
21
V, -V, H)= ;g(l), (20)

where H=H(x,y,z) is a real-valued function of position, Eq.
(19) may be written as

ol
Ve [IVL(CI>+H)]——\IVLV ~0. (21)

Equation (21) is a continuity equation in the presence of a

new phase distribution ®+H. In this equation, the dissipa-
tion term completely disappears. Since Eq. (21) is identical
to Eq. (19), we see that dissipation modifies the “phase” of

the wave function from @ to ®+H or, equivalently, changes
the “flow” velocity by V  H. The new current density is

IV | (®+H). This implies that dissipation is closely related to
the phase of the complex field and one cannot distinguish
between the two entities, using the scheme previously out-
lined.

The phase ® can only be determined if H is known or
vice versa. Therefore to measure all terms in the TDCGL
equation, the dissipation of the system either has to be mea-
sured separately or it has to be measured by other means. In
[9] we discussed two ways in which the dissipation function
g(I) can be measured. Here we generalize these results to
include diffusion.

In many systems, such as monoenergetic electron beams
or electromagnetic waves, it may be relatively easy to pre-
pare a plane wave state with a constant transverse intensity

profile in which the phase ® is independent of the x and y
positions, over the plane at constant z. Suppose we can pre-
pare the system in such a plane-wave state. In this situation
the divergence of the current. density V,-(IV, D), the
2, and the diffraction term
I‘I’ZVQ\I vanishes. Using Eq. (5) the dissipation is then
given by

1 101
g0 =——. (22)

a 219z
Equation (22) is independent of the diffusion parameter 7.
This illustrates that for a uniform plane wave, the system
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does not diffuse. To obtain the dissipation at different values
of the intensity, we need to make repeated measurements. We
can separately prepare the system for each of the intensity
values, or since the intensity always decreases due to dissi-
pation, we can measure the dissipation over a long-time evo-
lution. For the latter case, we note that the intensity evolves
as

1(z) =1, eXp<—ng(z)dz>, (23)

where [, is the intensity at z=0, indicating that dissipation
leads to decay in the intensity profile of the system.

For nonlinear systems, long-term evolutions of plane-
wave states are susceptible to instabilities. A well-known ex-
ample is the modulational instability of a plane wave. In the
absence of dissipation, a plane wave for a nonlinear system
is susceptible to modulational instability (see, e.g., [28,29]).
Therefore, when measuring dissipation over a long duration,
it may be necessary to be cautious of the modulational insta-
bility of the plane wave. Here we envisage a scenario in
which dissipation is measured and is a monotonic function of
the intensity. If the dissipation is measured using a plane
wave with large intensity, the dissipation is expected to be
large. In such a situation, we would expect the growth of the
modulations to be damped out by the dissipation. However,
if the measurement is made using a plane wave with small
intensity, the dissipation is expected to be small. In this case
the dissipation is not sufficient to prevent modulational in-
stability of the plane wave. This may result in inaccurate
measurements of the dissipation. In this situation, it may be
necessary to monitor the intensity evolution of the plane
wave to observe any sign of instability and measurement of
the dissipation may only be made over a short duration.

In some systems, such as an uncharged superfluid or a
Bose-Einstein condensate, it may be difficult to construct an
ideal plane-wave state. Instead, we may produce an approxi-
mate plane wave state with some modulations in the intensity
and phase. In this case we have a system where VI, Vil,

and |V LCIA5| are not equal to zero, but are nevertheless small.
In this situation we examine an alternative approach to mea-
suring dissipation. As outlined in [9] for the nondiffusive
case, an alternative approach is to average the measured dis-
sipation over a large number of measurements, M. For the
diffusive case discussed here, when we restrict ourselves to

systems with small fluctuations so that |V, ®| is small, the

second-order term in the velocity field, |V LCIPS 2, is negligible.
The continuity equation is then reduced to that given by Eq.
(19). The method of averaging discussed in [9] is applicable
and the dissipation can be approximated as

M
g(D) 1 nleo, p 191
S )~ — ——=ViNI-——| , 24
< a> M2 a\y’; LY 2197 m (24)

m=1

where m denotes the mth measurement and the average is
over isointensity surfaces.

In Eq. (24), 5/« is not known. The dissipation function
should be measured in conjunction with measuring all other
parameters and functions in the TDCGL equation (1). The
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dissipation function may be calculated immediately using
Eq. (24) after 7/« has been found or approximated at each
iteration.

C. Inferring the TDCGL equation

Here we devise a numerical scheme in which all the pa-
rameters and functions of the (2+1)-dimensional TDCGL
equation can be inferred, given wave-function moduli over
closely spaced planes of constant z. Specifically, we imple-
ment a method to infer a, 7, ®, f(I), and g(I) in Eq. (1).
Our scheme utilizes the numerical methods discussed in
Secs. VA and V B.

Suppose we have a set of approximate plane-wave states
(i.e., states that are as close to plane-wave states as practi-
cable, where modulation in the amplitude and phase is mini-
mal)

P(1,) =1, (25)
with the modulated intensity 7, and phase ®, (g=1,
2,...,0) and a noncompact localized state

L(D) =1, (26)

with intensity / approaching zero at the boundary and non-
vanishing in the interior; here, ® is the phase of the localized
state. The maximum intensity of the localized state, I,,,, is
assumed to be less than or equal to the average intensity of
the largest plane-wave state, i.e., I,c<<Ip (Where I, is the
average intensity of the largest plane-wave state).

Once we have the plane-wave states and the noncompact
localized state, we devise a numerical scheme to infer the
TDCGL equation. Details of the numerical scheme are given
in Appendix A 3. The scheme starts by approximating 7/«
(denoted by 7/«). Similar to Sec. V A, the approximation
77/ a can be found by guessing or via Eq. (14) using one of
the plane-wave states at two evolution time-steps. The latter
method will be exploited in our numerical simulation. In this
case we construct a histogram of 7/« in a similar manner to
that discussed in Sec. V A. The value of 7/« is taken at the
peak of the histogram.

We then employ the approximate value of 7/« for com-
puting the dissipation g(/,)/ for each of the approximated
plane-wave states. Since we assume that the approximated
plane-wave states have small modulations in the phase, such
that — 7|V | ®|?/ a is much smaller compared to the rest of the
terms in Eq. (5), this second-order term can be ignored. In
this case Eq. (19) can be used as an approximate equation
governing the evolution of the intensity /, of a particular
plane-wave state and the dissipation g(,)/a. Once the dissi-
pation function has been calculated for each of the discrete
intensity levels of the plane-wave states, we express it as a
continuous function of the intensity variable I. This is ac-
complished by interpolating the dissipation function between
the plane-wave states.

The dissipation for each of the plane-wave states can be
computed using the intensity profile /,, at two different evo-
lution times. Long-time evolution of each of the plane-wave
states allows us to measure the dissipation over many fluc-
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FIG. 10. Schematic illustration of the iteration scheme to infer
the TDCGL equation. Multiple modulated plane-wave states P(I,)
and a localized state L(I) are prepared. An initial guess of 7/« is
obtained. The dissipation on the localized state g;(x,y) is obtained
from the dissipation on the plane-wave states g(I) (note that the
measurements are in units of a). Given the guess of 7/« and the
approximation for the dissipation, the diffusion relaxation (DR)
scheme is used to find <13, a, and an improved value of 7/a. The
numerical scheme is repeated if this improved value is not the re-
quired stationary value.

tuation cycles. For large samples, these measurements can be
used to “wash out” the effect of the fluctuation term
(=1/ahV -(1,V ,®,), when the dissipation is averaged over
isointensity levels. In such cases we use Eq. (24) to calculate
the dissipation; it is expected that for small samples, we
would see oscillatory errors in measuring g(I)/ a due to ig-
noring the term (—1/al)V | -(IV | ®), with these errors being
dependent on the intensity. Furthermore, since we ignore
-7V, ®]*/a when calculating the dissipation, we would
also expect an intensity-independent error of 7|V ®[*/a in
measuring the dissipation.

The continuous intensity-dependent dissipation g(I)/ « is
then used to calculate the distribution of dissipation,
gr(x,y)/ a, over the localized state L(I). With the value of
7/ a and the dissipation known approximately [i.e., by mak-
ing use of the obtained 7/« and g;(x,y)/a], we now use the

diffusion relaxation (DR) scheme to calculate ® and «, and
improve on the value of 7/a. If the new value of 7/« is
different from the original value 7/ @, we repeat the process
by replacing 7/« with the new 7/a. This is as illustrated in
Fig. 10. If the improved value of 7/« is very close to the
value of 7/« at the previous iteration, i.e.,

K
a

R It

X = <€ =107, (27)

R I

we exit the iteration and calculate the function f(7). This is
achieved by using Eq. (6), where all other terms are now
known [i.e., ®(x,y,z), @, and 7].

Here we give a specific numerical example to illustrate
the implementation of the numerical scheme described
above. Numerical simulations use a smaller grid size of
713 X713 pixels, and only numerical data (i.e., modulus in-
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FIG. 11. (a) Dotted points are the measured dissipation and
continuous curves are the exact dissipation. These plots show that
the dissipation can be inferred very accurately. (b) The error in the
dissipation function, g(I)—gg(I) [where g(I) is the measured dissi-
pation and gg(I) is the exact dissipation], for the case gz(I)=101.
The top curve is the error in the measured dissipation in the first
measurement, and the bottom curve is the error at the third mea-
surement. The lower error at the third measurement illustrates con-
vergence of the numerical dissipation measurement scheme.

formation) are obtained from a central grid of size 513
X 513 within the simulation domain [0,1]X[0,1], corre-
sponding to the spatial step 1/512 (note that the simulations
in this section are at a lower spatial resolution than in the
previous sections). Other simulation parameters, if not speci-
fied, are as described in Sec. II. The noncompact localized
state L([) is equal to W as defined in Sec. II. For the approxi-
mated plane-wave states, we introduce sinusoidal modula-
tions in the ideal plane-wave solution of constant intensity
and zero phase. That is, the approximated plane-wave states
are specified by Eq. (25) with intensity, I, and the phases of
the plane-wave states ®p are given by

1,=A][1+ & cos(2mnx) + & sin(2mny)], (28)

DO p = 8 cos(2mnx) + Sp sin(27ny), (29)

where A, is the nonperturbed intensity at the g-plane wave
and n is the wave number. For simplicity the wave number
for the intensity is set to have the same value as that for the
phase. Furthermore, we also set each of the plane-wave
states to have the same modulation. A typical numerical
simulation was carried out for &;=54=0.01, n=20 with A,
in the range [0.2,12] in steps of 0.2, which generates 60
plane waves. Each plane wave is run for 1000 iterations,
corresponding to a duration of 10~ (i.e., a time step of 1077),
where intensity data are recorded for each 100 iterations.
This resulted in 10 intensity data files and allows us to make
nine measurements of the dissipation g(Iq)/ « for each of the
plane-wave states.

In this section numerical simulations are performed for
two types of dissipation, the first being gz(I)=10I and the
second taken as gz(I)=2I? [where g;(I) is the exact dissipa-
tion function]. The numerical scheme (see Fig. 10) is robust
and converges in four iterations. Figure 11(a) shows the mea-
surements of the dissipation (these appear as points) com-
pared to the original dissipation (plotted as solid curves),
with one data set for the case gz(I)=10I and another for the
case gg(I)=2I". For the former set, the measured data can be
fitted with the function g(I)=10.17/%. The measured data
and the fitted data correspond to rms errors of about 0.5%
compared to the exact input dissipation gg(I)=101. For the
latter case, the measured data can be fitted with the function
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g(1)=2.041""°. The measured data and the fitted data for this
latter case correspond to rms errors of about 0.3% compared
to the exact input dissipation function gz(I)=101I. Further-
more, as can be seen in Fig. 11(a), the measured dissipation
data lie on the curves of the exact dissipation functions. This
illustrates that the dissipation function can be measured ac-
curately. In Fig. 11(b), the differences between the measured
dissipation and the exact dissipation are plotted for the case
g(I)=10I. The top curve uses the dissipation from the first
iteration, and the bottom curve uses the dissipation at the last
iteration (the fourth iteration). Small values in the errors in
the measured dissipation at the last iteration compared to that
at the first iteration indicate that the numerical scheme con-
verges; the very low number of iterations indicates that the
convergence is robust.

Figure 11(b) also indicates that there are two types of
errors in the dissipation measurements. One is a constant
error independent of the intensity, while the second type of
error exhibits oscillatory behavior that is dependent on the
intensity. The intensity-independent error arises from ne-
glecting the term 7|V, ®[*/a in Eq. (24). For the specific
modulation of the plane-wave phase in Eq. (29), we have
7|V @/ a=4nm*n’ 8,/ a~3.2 (based on n/a=2, n=20,
and 83=0.1) at the beginning of the simulations. The errors
in Fig. 11(b) are smaller than this initial value due to damp-
ing of the phase gradient as a result of dissipation. This sug-
gests that dissipation has a positive effect on the measure-
ment of dissipation function and may prevent the occurrence
of modulational instability as is often the case for a plane
wave in a nonlinear system. The intensity independence of
this error suggests that if we know that the modulations are
the same for each plane-wave state, we can remove the error
in the dissipation arising from the term 7|V ®|*/a by ex-
trapolating the measured dissipation to zero intensity. Here
we assume a monotonic dissipation in which g(I)—0 as [
— 0. Similarly, the errors in the oscillations of the fluctuation
term V , -(IV, ®)/(al) can be shown to be in the range [

’n28p,41mn*8p)/ a~=~[-158,158] (based on a=1,n
=20, and 85=0.01). The “fluctuation term” errors in Fig.
11(b) are nowhere near the predicted values due to the isoin-
tensity averaging methods used in computing the dissipation
and the damping effect of the dissipation.

At the end of the simulation 7/« evolves toward 1.9989,
at which a— 1.0080 [gg(I)=101]. The phase also can be re-
trieved very accurately [the retrieved phase is similar to that
in Fig. 3(a), whereas the relative error in the phase is similar
to that shown in Fig. 4(a)]. The rms error in the retrieved
phase is about 2% compared to the exact phase; the rms error
in the phase gradient is about 1% compared to the exact
phase gradient. At the end of the simulation the values of
n/a, «, and the retrieved phases are used to calculate the
nonlinear nondissipative interaction f(I) using Eq. (6). Fig-
ure 12(a) shows a typical measurement of f(I) compared to
the exact f(I) [based on a simulation with gz(I)=10I]. The
measured function can be fitted with f(I)=-132.45
+100.45 sin(7l) [see Fig. 12(b)], compared with the exact
function f(I)=100 sin(7r]) (neglecting the constant part), in-
dicating that the measurement is accurate. The rms errors in
the measured data are 2%, whereas the rms errors in the
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FIG. 12. (a) Measured f(/) (bottom) compared to the exact
fE(D)=100 sin() [for the case gz(I)=10I]. The measured f(I) can
be fitted with a function f(I)=-132.45+100.45 sin(#l), and the
small error (neglecting the constant offset —132.45) indicates accu-
rate measurement of the function. (b) The error in measuring f(7);
most errors are within 2% and are expected to decrease if simula-
tions are performed at higher spatial resolution.

fitted function are 0.5% compared to the exact function. It is
expected that the accuracy will improve given higher spatial
resolution, for which #7/«, «, and the phase ® can be re-
trieved more accurately.

VI. GENERALIZATION TO MULTICOMPONENT
COMPLEX FIELDS

The diffusion relaxation algorithm for inferring the
TDCGL equation may be generalized to the case of multi-
component (2+ 1)-dimensional complex fields, denoted by
{W,(x,y,z)}, which comprise a set of N complex fields WV,
=WV, (x,y,z), n=1,...,N. The TDCGL equation governing
the evolution of this multicomponent complex field may be
written as

Jd
icvna—+(1—i77n)V2l +f,+ig,|V,=0, (30)
Z

where a, and 7, are real numbers, while f,(,,...,Iy) and

g,(I,,...,Iy) are real-valued functionals dependent on the in-
tensity 7,=|W,|>. The formulation of Eq. (30) in polar coor-
dinates is

7]}1 n

1 ~
I_VL . (Inviq)n) |VL(I) |2 + Gn O (31)

n

d, 7,1

9z anl

where ®,=2 arg(V¥,)/a, and

191, 2 2
GVlE __"+ﬁ_ﬁ ,_VL\I”’ (33)
In Jz a, a, \In

2, 21
Fn =- T T o ,’_VL\" n: (34)
@, aNI,

Given modulus information on three closely spaced
planes, Eq. (31) may be used to solve for 7,/a, and ®,,
using the diffusion relaxation iteration scheme, separately for
each component. However, to solve Eq. (32) for «,, our tech-
nique is to find pairs of points with the same f,,. For a single-
component complex field, such pairs of points can be found
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FIG. 13. Schematic illustration of the trajectories 7, and 7,
corresponding to a path in /; and I, space. (a) T traverses a path in
physical space corresponding to an isointensity surface in 7;. (b)
Along the same trajectory in physical space, the intensity /, varies
in T,, with the end points identified. In general, the trajectory 7, is
not an isointensity surface; however, there are pairs of points with
the same intensity.

on isointensity surfaces. However, this is not always the case
for multicomponent complex fields. For arbitrary multicom-
ponent complex fields it is not known how such pairs of
points can be found (although such pairs of points exist since
f, vanishes on the boundary and is nonvanishing in the inte-
rior). We outlined in [9] that, in principle, for two-component
complex fields (N=2) in two spatial dimensions, we can al-
ways find such pairs of points. Our finding in [9] is also
applicable to the TDCGL equation considered in this paper.
Here we generalize the arguments for finding pairs of points
with the same f,, for two-component complex fields (N=2) in
two spatial dimensions. We construct a closed trajectory, 7,
(n=1, say), in which I; is an isointensity surface [see Fig.
13(a)]. As we traverse a path in T}, I, traverses the corre-
sponding path in T, as shown in Fig. 13(b), where not every
point on 7, necessarily has the same intensity. However,
since T is a closed trajectory, T, is necessarily a closed
trajectory; i.e., the two end points of trajectory 7, in Fig.
13(b) are identified. Consequently there are at least two
points in T, with the same intensity, and it is easy to follow
the methods developed in this paper to infer the TDCGL
equation of the two-component field. This argument can be
generalized to infer the TDCGL equation for a three-
component complex field in three spatial dimensions. In
three spatial dimensions, it is possible to construct a closed
isointensity surface 7, for I;. For some paths in 77, it is
possible to trace out a closed isointensity loop T, for /,, and
for some points in T,, it is possible to find pairs of points
with the same intensity for /3. Therefore in three spatial di-
mensions, it is possible to infer the TDCGL equation for a
three-component complex field.

VII. LIMITATIONS OF OUR NUMERICAL SCHEME

The main results of this paper are the inference of the
TDCGL equation from modulus information. To achieve this
we have invoked multiple plane-wave states to infer the dis-
sipative interactions g(/) and a diffusion relaxation scheme
acting on a noncompact localized state to infer «, 7, and the
phase @, in which case the nondissipative interactions f(I)
can be directly calculated. Notwithstanding the success and
robustness of the numerical scheme, there are limitations on
the general applicability of the scheme.
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When calculating the dissipation, it is obvious that the
dissipation would be precisely calculated if we have ideal
multiple plane-wave states, for which V 1, =V , ®, =0, and
in the limit where we have an infinite number of plane waves
that span the required intensity spectrum. In the absence of
the ideal situation, where there are fluctuations in the plane
wave, one can minimize the error in measuring the dissipa-
tion by evolving the plane-wave states over many cycles of
fluctuating oscillations. In the case when the dissipation is
weak, averaging the dissipation at the isointensity level, over
all the measurements, is expected to “wash out” the errors in
the dissipation arising from fluctuations. When the dissipa-
tion is large, the fluctuation is expected to damp out over
each successive cycle of oscillation. In such a case it may be
better to obtain the dissipation from the last two intensity
measurements at the end of the evolution, where fluctuations
are minimal.

The phase gradient V| ® also gives rise to errors in the
dissipation measurement in the form of the unknown term
5|V ®*/a. If the fluctuations are sufficiently large (in
such a case our system may be very far from the ideal plane-
wave state), so that —7|V | ®|*/a cannot be ignored, dissipa-
tion may not be accurately measured. However, in the latter
case, since —7|V | @[>/« is independent of intensity, this er-
ror in the dissipation measurement can be removed if we
know that the average magnitude of the fluctuations is the
same in each of the plane waves (see Sec. V C).

For the diffusion relaxation scheme, our analysis is re-
stricted to localized systems where the intensity / approaches
zero (but is not equal to zero; otherwise, the phase cannot be
determined) on the boundary. Although we are not consider-
ing general nonlocalized systems, there is no reason why the
diffusion relaxation method is not generalizable to nonlocal-
ized systems. Notwithstanding this, however, there are situ-
ations where the method is suitable. The method is based on
the deviation of N from the known zero value on the bound-
ary with respect to the error in the value of 7/a. As can be
seen in Figs. 4 and 8(a) the deviation in N becomes large in
the limit of vanishing [ at the boundary. This leads to a very
small error in 7/« and a large error in N. Since the numerical
method is based on minimizing the error in the value of N,
this is more accurate in measuring 7/« as I—0 on the
boundary. This suggests that the method is suitable for local-
ized systems where [ is large in the interior and vanishes on
the boundary.

Note that for the case where /=0 on the boundary (i.e.,
compact support), the phase is not determined on the bound-
ary and the numerical scheme is not applicable. Furthermore,
it does not make sense to speak of normal current density on
the boundary. In this situation, it is trivial to redefine the
“boundary” so that the new boundary “sits” at a small, but
nonvanishing intensity.

We also only discussed the case where the normal phase
gradient on the boundary vanishes—i.e., N=0. This can be
easily generalized to the case with a known N# 0 and uni-
form V ,®-n on the boundary (fine-tuning of the numerical
scheme may be needed if we consider nonuniform V ®-n
on the boundary). The generalization can be achieved with

the transformations N,_, —N,_,—N and N,— N,—N in Egs.
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(15)—(17), where N is the known value of N on the boundary.

The diffusion relaxation scheme uses a phase-retrieval
method that is not applicable in the case when /=0 in the
interior, which arises when there are topological defects in
the system. However, our aim is to infer the evolution equa-
tion of a nonlinear system for which a sufficiently large, and
redundant, class of the TDCGL equations is postulated. To
achieve this aim, we choose a system in which there are no
topological defects. Once the evolution equation of the sys-
tem is known, one may use the approach outlined in [8] to
study the evolution of the system where the phase can be
retrieved in the presence of defects.

Finally, we would point out that as was the case in our
previous study [9], it is difficult to infer the equation in the
presence of noise. It was found that the numerical scheme
only works in the case of a very high signal-to-noise ratio—
i.e., higher than 10000:1 for our numerical resolution.
Therefore the numerical scheme reported in this paper can
only be used when the intensity data is obtained with signal-
to-noise ratio higher than 1 part in 10 000.

VIII. CONCLUSION

We have presented a method for “measuring” the evolu-
tion equation of a two-dimensional complex wave field
obeying the time-dependent complex Ginzburg-Landau
equation, given only the modulus information of the wave
field. This is done via multiple iterative schemes: one for
computing the dissipation function using multiple plane-
wave states and another for computing coefficients and func-
tions in the TDCGL equation using localized (noncompact)
wave fields. The latter uses a relaxation scheme with a
Newton-Raphson-type iteration (termed the modified diffu-
sion algorithm).

Phase retrieval is an important part of the methods to
measure the TDCGL equation. The MUDPACK package is em-
ployed to retrieve the phase. The rms errors in retrieving the
phase is about 5%, with most of the errors occurring at the
boundary, where the intensity vanishes. In the presence of
diffusion, there is a second-order term in the phase gradient
and an iteration method is used to retrieve the phase. The
convergence of the iteration scheme is based on the assump-
tion that the second-order term in the phase gradient is
smaller than other terms in the equation. For example, for the
simulations performed in this paper, the average of the mag-
nitude of the phase gradient is limited to be less than or equal
to a value of 1.47.

The iteration phase-retrieval method is embedded in the
diffusion relaxation scheme. The diffusion relaxation scheme
is based on a known flux metric on the boundary of the
localized (noncompact) wave field. Furthermore the present
method assumes a smooth phase gradient profile with non-
vanishing intensity at all points in the interior of the wave
field. In this case we do not allow the presence of topological
defects in the wave field. The latter constraint, however, is
not a severe limitation of the present method since algo-
rithms exist to retrieve the phase in the presence of topologi-
cal defects once all parameters and functions in the TDCGL
equation are measured using the present method.
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The parameters and functions in the TDCGL equation can
be inferred accurately. In the present numerical example, the
diffusion parameter 7 and the evolution parameter a can be
retrieved within error of 1%, whereas the dissipative and
nondissipative interactions are measured to within 2%. The
numerical scheme is robust; however, it may be applicable
only to data with high signal-to-noise ratio in the modulus
information—i.e., higher than 10 000:1 for our numerical
resolution. This presently restricts the applicability of our
methodology to systems where it is possible to make very
accurate measurements on the system.

Notwithstanding the noise problem, this work may be of
general significance in a variety of fields, where a model is
required to explain the physical phenomenon and make sense
of the experimental data.

Knowledge of the evolution equation of a system not only
allows us to obtain quantitative understanding and physical
insight into the system, but also to study the future evolution
of systems where long-term observations are not possible.
Future investigations will be directed towards extending the
TDCGL model to include gauge fields, which will allow us
to describe larger classes of systems including those which
exhibit superconductivity.
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APPENDIX A: NUMERICAL METHODS

Here, we give details of the numerical scheme used to
infer the TDCGL equation (1) based on the diffusion relax-
ation scheme discussed in Sec. V A. The diffusion relaxation
scheme is given in A 1. Within the diffusion relaxation
scheme a Newton-Raphson-type convergence algorithm,
given in A 2, has been implemented to modify the diffusion
parameter at each iteration. See main text for the definition
of symbols used.

1. Diffusion relaxation scheme

* Approximate (or guess) 7/ a.

e Set iteration number k=1.

« Retrieve ® at z; and z; using Eq. (5).

* Solve for a on isointensity surfaces using Eq. (6).
e Calculate N, (N at the kth iteration).

e Increase 7/« by, say 1%.

. Set k=k+1.

. Retrieve ® at z; and z; using Eq. (5).

. Solve for « on isointensity surfaces using Eq. (6).
. Calculate N,.

. Use A 2 to find X, and (/@)

. If [X;,1| > € (a small tolerance), repeat step 1.

e Calculate f(1).

AN AW =
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2. Modified diffusion algorithm
IF N\N,_; <0 THEN

X = —y
1= ’
! Ni= N
ELSE
IF |N,/>|N,_,| THEN
N
Xiw1=— N_Xk
k-1
ELSE
Ny
X1 = X
k-1
END IF
END IF

PHYSICAL REVIEW E 72, 056711 (2005)

(1’) =(1+Xk+1><17>
A/ ey aly

3. Numerical scheme for inferring the TDCGL
equation

The numerical scheme used to infer the TDCGL equation
assumes that we have prepared multiple plane-wave states
P(I,) and a noncompact localized state L(I) (see Sec. V C for
the definition of the notation used). The scheme proceeds as
follows:

 Approximate (or guess) 7/« denoted by 7/ c.

1. Use 7/« to infer the dissipation g(7,)/ « for each I,,.

2. Transform g(1,)/ « to g(I)/ « and then to g;(x,y)/a.

3. Use 7/a, g;(x,y)/a, and A 1 to find @, a, and 7/a.

4. 1f | p/ a- 7/ o| < (7/ @) €', let 77/ a=7/a; go to 1.

* Calculate f(1).
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