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Lattice Boltzmann interface capturing method for incompressible flows
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A lattice Boltzmann interface capturing method for incompressible flows is proposed in this paper. The
interface is naturally captured by minimizing the free energy functional. It is easily implemented and does not
require interface reconstruction as required by most of the traditional interface tracking methods such as the
volume of fluid method. Moreover, the method does not require the isotropic property of the fourth order lattice
tensor as do other lattice Boltzmann methods. Thus the D2Q5 (D2 means two dimensional, Q5 means five
velocity model) discrete velocity model is applied in the method. The interface profile along the flat interface
and coexistence curve can be given analytically. The proposed method is validated for some test cases, and
compared to the volume of fluid and level set methods. Numerical results show that the present method
performs very well and can generate very sharp interfaces.
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I. INTRODUCTION

Lattice Boltzmann method has received much attention
since the 1980s due to its simplicity and easy implementa-
tion. It has been proven to be a useful tool for solving com-
plex flows and flows in complex geometries, such as multi-
phase [1-4], free surface [5], porous media flow with
moving boundaries and suspension [6] efc. An efficient
scheme to predict the interface accurately is essential for
those problems. In fact, the interface tracking or capturing is
a challenging and critical issue for multiphase flows.

To track or capture the interface, the popular methods in
traditional computational fluid dynamics (CFD) are the Vol-
ume of Fluid (VOF) [7-11] and the level set method [12].
Both of them solve a scalar transport equation in the Eulerian
frame. In fact, the VOF method does not track the interface
itself. Instead, it tracks the volume fraction of each phase and
component [11]. The interface is reconstructed from the val-
ues of volume fraction. In this sense, it is often called the
volume tracking method. This shows that the VOF approach
cannot easily be extended to three dimensional applications.
Besides, as stated by Pilliod et al. [11], most of VOF inter-
face reconstruction schemes only have the first order accu-
racy. In contrast, the level set method utilizes a level set
function to indicate the interface. One advantage is that the
level set function varies smoothly across the interface while
the volume fraction is discontinuous. However, the level set
method requires a re-initialization procedure to keep the dis-
tance property when large topological changes occur around
the interface. This may violate mass conservation for each
phase or component [13].

In the lattice Boltzmann method, three main models have
been developed for multiphase and multicomponent flows
during the past twenty years. They are color method [14,15],
potential method [16], and free energy method [1-3,17]. The
color and potential methods do not track the interface explic-
itly. In these two methods, the interface is considered as the
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region where the gradient of density difference is not zero.
The free energy method naturally captures the interface by
explicitly solving a convection-diffusion equation. A distri-
bution function is designed to solve this equation. Based on
the Chapman Enskog expansion, it can be shown that the
distribution function will recover the modified Cahn-Hilliard
equation [18] which is an evolution equation for the inter-
face. This equation evolves the order parameter (for ex-
ample, density difference) which is used to distinguish the
different phases or components. In this sense, the order pa-
rameter is quite similar to the indicator of the traditional
tracking methods such as VOF and level set method. How-
ever, the original free energy method does not completely
recover the convective Cahn-Hilliard equation but with two
additional terms. Another limitation is that the density differ-
ence of each phase or component must not be too large. To
remove this limitation, Inamuro er al. [4] proposed a model
based on the free energy method to simulate multiphase
flows with a large density ratio. In their method, the interface
capturing is decoupled from the fluid flow solver. It is quite
similar to the traditional treatment of VOF method [19] and
level set method [20], in which the pressure correction is
applied to enforce the continuity condition after every
collision-stream step. On the other hand, their method also
shows some deficiency. The physics of the interface evolu-
tion equation is not clear. Besides, as can be seen from the
Results and Discussion part of this paper, it will generate
some unphysical disturbances in some cases such as shear
flow even though the local divergence of velocity field is
zero. In this sense, it may not be correct for some incom-
pressible flows although the projection procedure is em-
ployed to secure the incompressibility condition. Further-
more, the minima and maxima of the order parameter are not
given analytically. Thus it is not easy to define a reasonable
cutoff value. To remove these difficulties, a new method is
proposed in this paper. In our method, we solve the convec-
tive Cahn-Hillard equation instead of scalar transport equa-
tion. It overcomes the deficiencies of Inamuro et al.’s method
in three aspects. First, it removes the additional terms by
applying a modified lattice Boltzmann method. The addi-
tional terms also appeared in the work of Swift er al. [17].

©2005 The American Physical Society


http://dx.doi.org/10.1103/PhysRevE.72.056705

ZHENG, SHU, AND CHEW

Second, it replaces the pressure tensor with chemical poten-
tial. Third, it uses another free energy functional which has a
good property such that the interface profile and coexistence
curve can be given analytically.

The paper is organized as follows. Section II outlines the
new interface capturing method. It recovers the convective
Cahn Hilliard equation to the second order without the addi-
tional terms appeared in the work of Swift et al. [17]. The
proposed method will then be verified and applied to some
test cases in Sec. III. The numerical results will be compared
with those from other methods such as VOF and level set
method. Finally, the conclusion will be drawn in Sec. I'V.

II. METHODOLOGY
A. The interface capturing equation

The interface capturing is modeled by an evolution equa-
tion of the order parameter ¢, which serves as a counterpart
of the volume fraction in VOF method and level set function
in the level set method,

1%
V()= 0Ty, m
where 6, is called mobility and u is the chemical potential.
Equation (1) is a convective Cahn-Hilliard equation [18].
The chemical potential is approximately a constant when the
system approaches an equilibrium state. Thus Eq. (1) is simi-
lar to the interface transport equation of VOF or level set
method where the corresponding right-hand side is zero.
This equation has been investigated by many researchers
[2,17]. However, they did not completely recover to the con-
vective Cahn-Hilliard equation. For example, as shown in
Swift et al. [17], it recovers the equation below with the
second order accuracy

1
o+ V- (du) - (T— 5) S(VA(Tw) + VV:(uu)

+9,V - (¢u)) +0(8) =0. (2)

Inamuro et al. [4] proposed a similar method to capture the
interface. They used another equation

1%

“ V(g0 =V (V- P), G)
where P is the pressure tensor. This equation is quite similar
to Eq. (1). But its physical background is not very clear.

The chemical potential is related to the free energy den-
sity functional. To distinguish different phases, we choose
the free energy functional [21] as

F:f Im(¢,V¢)dV=de{z//(¢)+S(V@z}, 4)

where « is related to the surface energy, and the bulk free
energy density

W) =a(¢’~ ¢7), )

where ¢" is a constant which is related to the equilibrium
state. Equation (4) ensures smooth local deviations near the
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interface. The energy density (5) will give two stable states
(where the bulk free energy density is zero) of the system.
We can also obtain the coexistence curve as

b=+ (6)

Thus the positions, where the condition ¢=0 is satisfied, are
defining the interface; while the regions where ¢<<0 and
¢ >0 represent the two phases or components, respectively.
The equilibrium conditions are obtained by minimizing
the free energy functional F subject to a constant constraint
(the total order parameter is conserved in the whole field)

P = J $dv. (7)

The above process leads to minimizing the functional

E(¢)=f Im(¢,Vp)dV + M¢(<I>—f ¢dV). (8)

To obtain a differential equation for the equilibrium, we
minimize E and obtain

JIm JIm

o0 —V-m—%:o 9)

This is the Euler-Lagrange equation. Thus we can easily de-
rive the chemical potential as

dIm dIm

=—-V.—= 3_Ab24h) — V2
o= 77 g~ AU -467¢) - k. (10)

B. The implementation of lattice Boltzmann method

Under the lattice Boltzmann framework, Eq. (1) can be
solved by iterating the evolution equation for a set of distri-
bution functions. Thus we do not need to solve the continu-
ous convection-diffusion equation (1) but the lattice Boltz-
mann equation. The chemical potential will be included in
the lattice Boltzmann equation through the equilibrium dis-
tribution function ]Ai()).

This distribution function evolves with a modified lattice
Boltzmann equation [22] and BGK approximation [23],

filx+e;6,t+ ) = fi(x,0) + (1 = @)[fi(x + €;6,0) — filx, 1) ] + (1,
(11)

with

_ j&i())(x’t) _fi(x’t)
i~ T¢, >

Q (12)

where f; is the distribution function, (); is the collision term,
7,4 is the dimensionless single relaxation time, e; is the lattice
velocity, and ¢ is a constant coefficient. It will reduce to the
conventional lattice Boltzmann equation when ¢ is set to be
one.

The macroscopic variable (order parameter) ¢ is evalu-
ated by
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¢=2 f (13)

By using the Taylor series expansion to the second order, Eq.
(11) can be rewritten as

1
o +e;- V)fi+ 552(‘9{ +e;- V)f;

+g= D[ e Vfi+ 5 8le VY| +0() =0

(14)

Furthermore, by applying the Chapman-Enskog expansion to
Eq. (14),

0 1 2
fizﬁi )+8f§ V4 & i g
d, =~ edo+ €d,,

d, = €d,,

Q=00 4004202, (15)

we can show (see the Appendix) that if the distribution func-
tion satisfies the conservation laws

2 1=, (16)

1
i q
EﬁO)eiaeiﬁ =T g0up (18)
and the coefficient g is set to be
1
= , 19
9 Te +0.5 ( )

then Eq. (11) recovers the Cahn Hilliard equation with the
second order of accuracy

A+ V- (pu) — 0V 1+ 0(5) =0, (20)
where the mobility is defined as
1
HMZQ(TJH_E)‘SF' (21)

Equation (17) is not used to evaluate the velocity. In fact, the
velocity field is given in advance in most of interface track-
ing methods which also used in our method. Equation (18) is
different from the other free energy-based lattice Boltzmann
methods [17]. For example, Swift er al. [17] used

0
2 ff )eiaeiB =T uybup+ duaup.
i

Besides, Eq. (18) also shows that it does not require the
fourth order isotropic lattice tensor as the conventional lat-
tice Boltzmann methods need. Thus, D2Q5 (D2 means two
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dimensional, Q5 means five velocity model) model is used in
the paper. That is, the discrete velocities are

e1=(00), e=(x107, e35=(0 D" (22)

To recover Eq. (1), according to Egs. (16)—(18), the equilib-
rium distribution function in Eq. (11) is expanded only to the
first order of velocity as follows:

f§0)=Ai+Bi¢+Ci¢ei‘u. (23)
The coefficients are taken as
B =1,B,=---=B5=0,
=— (i=1,...,5),
ay ( )

AIZDIF,Lng (i=1,...,5),

1
D1=—2’Di=§ (i=2,...,5), (24)

where I' is used to control the mobility. In the LBM imple-
mentation, the second order derivative in Eq. (10) is evalu-
ated by

1

(o1)*

Vip=—— 2 [dlx+e;8) — px)]. (25)

i

III. RESULTS AND DISCUSSION

A. Verification

In the state of equilibrium, the interface profile satisfies
me=0. (26)

For the flat interface, we can integrate this equation to obtain
the profile. Following the same procedure as Jacqmin et al.
[24], we can obtain from Egs. (5), (10), and (26) as

K 2
5(2—?) =a(d- ) (d+ ), 27

where ¢ is the coordinate which is perpendicular to the inter-
face. The original point is at the interface.

By integrating the above equation (27) and using the fol-
lowing relationship,

dtanh {
d¢

we can obtain the profile along the normal direction of the
interface as

=1 - (tanh ¢)?,

¢=¢ tanh(x2L/W), (28)
where the interface thickness is
12kl
w= 12 (29)
)

Equation (28) is used to verify the present method. The sign
in the bracket is dependent on the initial condition of the
problem.
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FIG. 1. Coexistence curve.

Initially, a circular disk is located at the center of domain.
The mesh size used is 200 X 200. Periodic boundary condi-
tions are employed at all boundaries. The parameters «, I', a,
and 7, are fixed as x=0.002, I'=0.4, a=0.001, and 7'¢=O.7.
Only the parameter ¢ is tuned for the simulation. Initially,
the order parameter is set to be —=0.9¢" inside the disk and
0.9¢" elsewhere. For this problem, the analytical interface
profile can be expressed as

¢=¢ tanh[2(r,— R)/W]
= ¢" tanh[2(V(x —x) %+ (y = y) = R)/W],  (30)

where r,. is the distance between the point (x,y) and the
center of the disk and R is the radius of the disk.

We observe the minimum and maximum values of the
order parameter. From the coexistence curve as shown in
Fig. 1, it is easily found that the observed values are in
agreement with the theoretical prediction derived by mini-
mizing the bulk free energy. Figure 2 displays the order pa-
rameter at all lattice points as a function of the distance from
the center point which shows clearly that it is independent on
the direction. Thus, it shows that the disk is isotropic. In fact,
this curve is the profile described by Eq. (30). To see this
clearly, we redraw the order parameter along the central axis
parallel to the x direction. As illustrated in Fig. 3, the numeri-
cal order parameter profile (denoted as rectangle) agrees with
the analytic solution (the solid line) very well.

B. Simple translation

The simple translation is a basic test case for many inter-
face capturing or tracking methods. A hollow square is put
near the left top corner as shown in Fig. 4(a). The mesh size
used is 200 X 200, that is, i,j € [0,200]. The center of the
hollow square is (40,160). The width (or height) of the exte-
rior and interior squares is 60 and 20 in lattice unit, respec-
tively. The periodic boundary condition is employed at all
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FIG. 2. Verification of isotropy for ¢ =1.

boundaries. The parameters are chosen as k=0.002, I'=0.4,
q’)*: 1, T¢=O.7, and a=0.001. Initially, the order parameter is
set to be ¢ inside the square and —¢" elsewhere.

The unidirectional velocity is

M=2M0, U =— Uy, (31)

with
uy=0.01.

This velocity is chosen not to align with the coordinate axis
and the lattice direction in order to show the independence of
these two directions. Because of the intrinsic low Mach num-
ber limit of the LB method, the magnitude of the velocity

T i
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FIG. 3. Order parameter profile along the normal direction of
the interface as a function of the distance from the center of the disk
(LBM result is drawn every two points).
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must not be too large. Thus the scale parameter u is used in
the present study.

When the physical velocity (the unit is meter/second) is
taken as

uphys — 2’ vphys =—1

: (32)
and physical domain (the unit is meter) is
xSy e 0,2],

then the physical time # and the scaled time t has the
following relationship:

P = 1074, (33)

To validate our method, we compare our results with those of
Hirt-Nichol’s VOF [7] and level set method [12]. The initial
velocity is set to be the value given by Eq. (31). We plot the
interface figure at 0.6 seconds (physical time) for the three
methods. For this case, there is an analytical solution for the
interface position. As we can expect, the center of the square
should be (160,100) at this moment. In these contour plots
(and all others below), the contour level of the Hirt-Nichol’s
method, level set method, and present method are 0.5, 0, and
0, respectively for the interface. From Fig. 5, we can see
clearly that the VOF results are jagged in the vicinity of the
interface. Besides, the shape is substantially twisted at the
square corner. This suggests that Hirt-Nichol’s VOF gives a
poor interface tracking. The results of level set method and
present approach are much better than Hirt-Nichol’s VOF

results. For this case, the level set method shows a slightly
better performance than our approach.

C. Solid body rotation

Zalesak’s disk is widely used as a test case to validate the
interface tracking method. The surface of Zalesak’s disk is a
combination of a curve with a slot as illustrated in Fig. 4(b).
That is, it consists of curve and several straight lines. The
objective of this section is to test whether the curve and line
will keep their shapes under a rotational velocity field as
shown below. Like the previous example, the computational
domain is a square with 0=<1i,j=<200. The radius of the disk
is 80 and the width of the slot is 15 in lattice unit. The
periodic boundary condition is employed at all boundaries.
The parameters are chosen as those in Sec. III B. Initially, the
disk is located at the center of the square; the order param-
eter is set to be ¢" inside the disk and —¢" elsewhere. The
rotational velocity is given by the stream function

Y =uym(x—0.5)2+ (y - 0.5)%], (34)

where u is the scaled parameter and is taken as 0.02, NX is
the number of mesh points in the x direction. Thus, the ve-
locity is computed by

200 200 200
150} 1501 150
>100F >100F @ >1001 @
50¢ 50 50
1 1 L 1 1 1 H 1 1
50 100 150 200 50 100 150 200 50 100 150 2
X X X
(a) The Hirt-Nichol’s method (b) The Level Set method (c) The present method

FIG. 5. Results of simple translation by different methods.
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FIG. 6. Results of the Hirt-Nichol’s VOF method.

LY —0.5), v= MOW(L —0.5>, o= 0.02.

u=- umr(
N NX

(35)

Obviously, there is no preferred direction in the velocity.
Like the previous example, the scaled parameter u,, is used in
the present computation.

When the physical velocity field (the unit is meter/second)
is taken as

uphyx —_ 7T(yphys _ 05)’ vphyx — ,n_(xphyx _ 05) , (36)

and physical domain (the unit is meter) is chosen as
xph‘\nv,yphys e [0,1]’

we can get the relationship between the physical time "
and the scaled time ¢ (NX=NY) as

Phs = —UNXt =,

= 37
1uy  NX (37)

With ©#7=0.02 and NX=200, it is clear that 10 000 time steps
in the present computation corresponds to one second in
other methods. To evaluate our method, we also compare our
results with those of Hirt-Nichol’s VOF and level set
method. For this case, there is also an analytical solution for
the interface position. The disk should keep its shape as the
initial state after one rotation. From Fig. 6, we can observe
that Hirt-Nichol’s results are jagged around the interface. Be-
sides, the shape is substantially twisted near corner regions.
This indicates that Hirt-Nichol’s VOF gives a poor interface
tracking. In contrast, Figs. 7 and 8 show that both the level
set and the present methods generate accurate results except
that the sharp corners at ends of the slot become rounded.
Furthermore, we can see from Fig. 7 that there is some dif-
fusion around the tip generated by the level set method (re-

FIG. 7. Results of the level set method.

sult of 1/2 rotation). As shown in Fig. 8, this numerical
diffusion is not found in the present method. In this sense,
we can say that the present method performs better than the
level set method for this test case.

D. Shear flow

As shown in Secs. III B and III C, the simple translation
and solid body rotation tests do not induce large topological
changes. As pointed out by Rudman [25], the velocity field
of these cases is very special. It not only satisfies the conti-
nuity equation but also du/dx=0 and dv/dy=0. This contrib-

200 200
N “ P — ~ “
150 / AN 10 N
> 100F > 100 ‘
' /
50 / 50| i
\\ /'/ \\‘ /
T e ~— e
30100 T30 300 360130300
X X
(a) 1/4 rotation (b) 1/2 rotation
200 200
N ~
isob N\ 150 4 N\
SOF N S/ soF /
- — T - ™ S~ " //
30 100 IS0 200 36 100 130 200
X X
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utes to the results where the shape does not deform during
the whole process. The two cases well verify the Galilean
invariance of the method.

In this section, we will consider a more realistic case, that
is, rotation of a disk under shear flow. Again, the computa-
tional domain is taken as a square with 0=<1i,j=<200. The
radius of the disk is 40, while the center of the disk is (100,
60). Periodic boundary conditions are employed at all bound-
aries. The parameters are also chosen as those in Sec. III B.
Initially, the disk is located at the bottom part of the square
as shown in Fig. 4(c), and the order parameter is set to be ¢"
inside the disk and —¢" elsewhere.

During the process before one rotation cycle 7, the stream
function is taken as

W =y, cos[a(x — 0.5)]cos[ w(y — 0.5)]. (38)

Thus the shear velocity is computed as

oo 9]
e ol )

1y =0.01. (39)

When the physical velocity field (the unit is meter/second) is
taken as

uPhs = — 7 cos| mw(xP™* — 0.5) [sin| 7r(y”"* - 0.5)],

vP" = a7 sin[ r(xP™* — 0.5) Jcos[ w(y”"* - 0.5)],  (40)
and physical domain (the unit is meter) is
XS yPS e 10,17,

we can get the relationship between physical time #* and
the scaled time ¢ (NX=NY) as

UNX _ o

tphys — =2
1/1/[0 NX

(41)

In the present computation, u;=0.01 and NX=NY=200.
Thus 5000 time steps correspond to one second in other
methods.

After one rotation cycle, we adjust the rotation direction
by changing the sign of the velocity field and continue to run
the code for another cycle 7. We try to see whether the shape
of disk would return to its initial configuration. The present
results are illustrated in Fig. 12. Obviously, the disk returns
to its original position with a little distortion.

To further show the performance of present method, the
same problem was solved by other methods. First, we apply
the method of Inamuro et al. [4]. The equilibrium distribu-
tion function of the method proposed by Inamuro et al. is

£0= di(po ~ KV~ gchﬁlz) + b+ 3wbe;

+ WiKGaBeiaeiB, (42)

where
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FIG. 9. Some disturbances generated by the method of Inamuro
et al. [4].

¢T 5
=—— _b¢?,
Po 1 —dé ¢
b1=1, b2= =b9=0,
4 1 1
leg’ W2="'=W5=§, W6='--=W9=%,
a,»=d,»1—‘,u¢(i=1,...,9),
5 :
di==3. d=3w(i=2.....9). (43)

Note that the original paper is for 3D simulation. We re-write
its correspondent 2D equilibrium function as shown above.
In the simulation, b, d, and T in Eq. (43) are chosen as 1, 1,
and 0.293, respectively. The result of Inamuro et al.’s
method is shown in Fig. 9, which is obtained after a few
hundred time steps. We need to point out that Inamuro
et al.’s method also performs well in the Zalesak’s disk case.
However, we can see clearly that some unphysical distur-
bances appear at the corner for this case even though the
computation only marches a few hundred time steps. If we
continue to do the simulation, the disturbances will expand
until the disk and the disturbances coalesce together eventu-
ally. Hirt-Nichol’s VOF, level set method are also applied to
solve this problem. Their results are displayed respectively in
Figs. 10 and 11. From Fig. 10, it is obvious that the Hirt-
Nichol’s VOF shows quantities of jetsam and sawteeth at the
interface as mentioned by many investigators. As shown in
Figs. 11 and 12, both the level set method and the present
method generate a relatively sharp solution although they did
not completely recover the initial configuration. This implies
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FIG. 10. Results of the Hirt-Nichol’s VOF method.

that the present method and the level set method perform
very well for this test case.

IV. CONCLUSIONS

A lattice Boltzmann interface tracking method is devel-
oped in this paper. It does not require interface reconstruc-
tion as needed by most of the traditional methods. The order
parameter and interface evolution equation (Cahn-Hilliard
equation) have a physical background which is derived from
the free energy functional. They are different from volume
fraction or level set function and the transport equation,
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FIG. 11. Result of the level set method.

FIG. 12. Result of the present method.

which is used in the volume of fluid and level set methods.
The five discrete velocity model (D2Q5) can be used. It
seems that the present method has a better efficiency than the
method of Inamuro ef al. [4] since it only evaluates the sec-
ond order derivatives while the latter needs to evaluate both
the first order and the second order derivatives. However, our
method costs more CPU time than the level set method and
the VOF method. Numerical results show that the present
method can capture accurate position of the interface and
keep its sharpness. For example, it generates relatively sharp
interfaces and shows good performance under shear flow
with stretching and tearing. Furthermore, our method can be
easily extended to the three-dimensional case with D3Q7
model. Thus the efficiency is quite good for three-
dimensional applications. For this part, we will prepare an-
other paper.

APPENDIX

The modified lattice Boltzmann equation can be written as

filx+e 0,1+ 0) = fi(x,t) + (1 = @)[ filx + €;6,1) = fi(x,0) | + Q;,
(A1)

where

_ A% ~ i)

T

Q (A2)

By using the Taylor series expansion to the second order, Eq.
(A1) can be rewritten as

056705-8
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1o 2
o, +e;- V)fi+ 55 (0, +e;-V)f;

+g= D[ e Vfi+ 5 8le V| + 00 =0

(A3)

By applying the Chapman-Enskog expansion to Eq. (A3),

%ﬁ0)+sffl)+82ff~2), (A4)
9=~ > e gu=edp+ e, (A5)
k
= gd,, (A6)
Q=00 4+:00 4207, (A7)
we then have
el 800+ gei- VA" == A", (A8)

in the order of O(e), and
1
82|: 5(9[1f§0) + 5((9!0 + el' . Vl)ffl) + 552((%0 + ei . V1)2f§0):|

2
e*(g - 1)[6(e,--vl)f§”+ %52(e,~vl)2f§°>] =
(A9)

in the order of O(g?). Equation (A9) can be reduced to
1
82|: 5611]‘{1'0) + 5((9!0 + qe; - V])ﬁl) + 552[((9t0 + e;- V])Z

2
+(g- 1)(e,--vl>21ﬁ°>] =- 240, (A10)

Substituting (A8) into (A10) gives

{5&'1+5{< —7')0720 ( - 1q )(ei'vl)z
82
+ (=279 + 1)dye; - Vl} A0 = —7f§2>. (A11)

By summation of Eqs. (A8) and (A11), we have

1
Sedp+eqe; -V + 82(’7,1)](50) + 5%:{(5 - T) T

t

+(=27q+ 1)(7,061-'V1:|f§0)+82<2 -1q ) 2f«))
ofV) 4 2
=— f

(A12)

Thus, to the order of O(g?), we have

PHYSICAL REVIEW E 72, 056705 (2005)

(9, + qe; - V)fw)+52{< —T)(92+( 27q + 1)d,e; - V]f«)

+ 52@ - Tq2)(e,. V0408 = Q. (A13)
From Eq. (A13), we have
G2 fO+V. (qEﬁ%) +0(8)=0,  (Al4)

(9,2 fo4y. <q2 ﬁo)ﬁ) + 5[ (% - T)ﬁfzﬁo)
+(=27q+ 1),V - Eﬁo)ei]

+ 5(% - Tq2> \Y V:Eﬁio)eieﬁ 0(8)=0. (Al5)

The conservation laws give

2A0=¢ (A16)
2 /0, = fum (A17)
2 [ nei5=Ep. (A18)
Thus, Eq. (A14) and Eq. (A15) can be reexpressed as
dp+V - (¢u) +0(8) =0, (A19)
A,p+V - (du) + 5[(% - r>(a,2¢+a,v - (du))
(2 o o
q 2

+<g—Tq2)5V V:E+0(8)=0. (A20)

As indicated [Eq. (B2)] in the appendix of Swift er al. [17],
the first and second terms in the bracket of Eq. (A20) are of
higher order and can be neglected. So, Eq. (A20) can be
written as

0,d+V - (du) + (2—Tq )8VV:E

+ (M +7— %)&?N (¢pu) + 0(8) =0.
q
(A21)

Thus, if we set,

056705-9
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-2mq+1 1
T -2 =0, (A22)
q 2
that is,
L
1= 7105

then the time derivative term will be removed.

PHYSICAL REVIEW E 72, 056705 (2005)

Beside, the momentum flux term is set to
Eaﬁ= Fuﬁaﬁ. (A23)

Thus we will recover the Cahn Hilliard equation to the sec-
ond order without any additional terms:

)+ V- (du) - q(Tq - %)FW2M+ 0(8) =0.

(A24)
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