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By using deflectometry of a longitudinal probe pulse and reflective interferometry of a transverse probe
pulse to resolve the spatiotemporal distribution of the preformed plasma, we characterize and control the
plasma density distribution near the target surface for the development of solid-target x-ray lasers. We show
that the use of prepulses in an ignitor-heater scheme can increase the scale length of the preformed plasma and
how the effect varies with target materials. Many important issues crucial to x-ray lasing such as electron
density distribution, electron temperature, and the optimal timing between pumping pulses can be resolved

with these methods.
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I. INTRODUCTION

Since a soft x-ray laser was conclusively demonstrated
with Ne-like Se at 20.6 and 20.9 nm in 1985 [1,2], the de-
velopment of x-ray laser has been intensively pursued for its
promise in providing an ultrashort high-intensity coherent
x-ray source for important applications in medicine, biology,
chemistry, and physics. Significant progress has been made
in the past few years to push the x-ray lasers toward higher
intensity, shorter pulse duration, shorter wavelength, and par-
ticularly much higher repetition rate with much less pumping
laser energy [3,4]. These accomplishments were made by the
use of high-repetition-rate ultrashort laser pulses produced
from a chirped-pulse amplification laser system [5], and the
implementation of the transient-collisional-excitation x-ray
laser scheme [6] using multipulse configuration and
traveling-wave pumping [7-15].

Until recently, transverse pumping geometries were used
for transient-collisional-excitation solid-target x-ray lasers
[7,11,13], in which the laser pulses are incident in the normal
direction and thus the laser energy is absorbed over a wide
region. This leads to high lasing threshold and low conver-
sion efficiency. Great improvement in efficiency as well as
x-ray beam divergence can be achieved by methods that can
provide transverse energy confinement over a long gain col-
umn. This has been accomplished in two reported high-
efficiency pumping schemes. One is a longitudinal pumping
scheme with which Ni-like Mo x-ray lasing at 18.9 nm was
demonstrated [16]. A total pump energy of 150 mJ was used
and a x-ray beam of low divergence was produced. However,
the plasma gradient deflects the longitudinal pump pulse
away from the optimal gain region, and consequently limits
the gain severely. The effect may prevent the laser from
reaching saturation. The other is a grazing-incidence pump-
ing scheme with which saturated lasing of the same line was
demonstrated at subjoule pump energies [17,18].

In the past, understanding of the underlying processes for
x-ray lasers was mostly deduced from the comparison be-
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tween the characteristics of the x-ray pulses, such as gain and
refraction, and numerical simulations [19-22]. Limited by
the low repetition rate and shot-to-shot stability, diagnosis of
intermediate plasma parameters, in particular plasma density
gradient and electron temperature, have rarely been reported.
Recently, Tommasini et al. reported the measurement of
electron density distribution of the plasma produced by a
line-focused laser pulse by using probing transmission inter-
ferometry [23], but the method cannot be used for in sifu
diagnosis (cannot be applied during the experiment of x-ray
lasers). For the following reasons, in sifu diagnosis of plasma
density and temperature distribution is important for the de-
velopment of x-ray lasers. (1) It enables direct comparison
with the intermediate results of simulations, thereby direct
examination of the hydrodynamic part of the simulation
code. (2) From the density profile of the preformed plasma,
the optimal incident position of the pump pulse in the longi-
tudinal pumping scheme or the optimal incidence angle of
the line-focused pump pulse in the grazing-incidence pump-
ing scheme can be determined. This provides a step-by-step
procedure to optimize the parameters of the plasma-forming
pulse, the ionizing pulse, and the excitation pulse separately
to attain maximum efficiency. (3) In the case of using mul-
tiple pulses to control the preformed plasma, such diagnosis
is crucial for observing the creation and evolution of the
plasma density profile. The information is essential for effec-
tive control of the lasing condition. (4) It reveals why some
laser-target properties have been found to have critical influ-
ence on x-ray lasing, such as preionization by laser pedestal
[24] and target surface roughness [25]. (5) It provides in situ
examination and optimization of spatial overlap and timing
between the pumping laser pulses.

In this paper, we report the use of longitudinal probing
deflectometry and reflective interferometry to characterize
the spatial and temporal distribution of the line-shaped pre-
formed plasma fabricated for the development of solid-target
x-ray laser of various pumping geometries. With the longitu-
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dinal probing deflectometry, time-resolved plasma density
distribution and electron temperature in the target normal
direction were resolved. The experimental data are compared
with numerical simulation based on a modified version of the
1.5-D hydrodynamic and atomic physics code EHYBRID [26].
With the reflective interferometry, we show that the temporal
and spatial overlap of laser pulses, the effect of laser con-
trast, line-focus size, target positioning, the influence of the
target surface roughness, and the ionization threshold inten-
sity of the targets can be measured in situ. Furthermore, we
utilized these measured diagnostic data to study the effects of
plasma-forming pulses in an ignitor-heater configuration.
The goal is to produce optimal plasma density distributions
for various pumping schemes with least laser energy. The
effect of the ignitor-heater scheme on Mo, Ti, and Fe targets
were individually characterized, and it was found that the
scheme is most effective to Mo targets.

II. WORKING PRINCIPLES OF THE METHODS

In the longitudinal probing deflectometry a probe pulse is
incident in the longitudinal direction (along the axis of the
line-shaped plasma). The probe beam is deflected due to the
transverse electron density gradient when passing through
the plasma, and the transverse shift and the intensity of the
probe beam at the end of the plasma are recorded by an
imaging system. By varying the incident position trans-
versely, plasma density and temperature distribution in the
normal direction of the target can be retrieved. With varying
the delay of the probe pulse with respect to the plasma-
forming pulses, time evolution of the electron density and
temperature distribution can be measured, and the effects of
the ignitor-heater scheme on the electron density evolution
can be studied. Furthermore, the plasma plume angle can
also be obtained by measuring the plasma density distribu-
tion in the target normal direction at various vertical (perpen-
dicular to the target normal and the axis of line-shaped
plasma) positions.

The propagation of a probe beam in a plasma with a den-
sity gradient transverse to the beam propagation direction
can be described by the ray-tracing equation [27]. Under the
paraxial approximation and the conditions that the dominant
component of density gradient is in the transverse direction
and the refractive index remains close to unity, the ray-
tracing equation can be simplified to [28]

d’r _on
A ox’

(1)

where r is the distance of the ray from the target surface and
x is the coordinate perpendicular to the target surface. The
electron density distribution may be retrieved with two dif-
ferent models. In the first model it is assumed that dn/dx
encountered by the probe beam in its entire path inside the
plasma is constant. In this case the offset of the probe beam
x, at the exit is linked to the local density gradient by

PHYSICAL REVIEW E 72, 026407 (2005)

10
x=-2p2, )

where L is the length of the plasma column. The plasma
density distribution can be reconstructed from the distribu-
tion of density gradient. In the second model an exponential
electron density profile is assumed, i.e.,

X

n,(x) = noexp<— —) . (3)
X0

In this case the two unknown parameters can be obtained by

fitting the measured probe beam offset data to the equation

[28]

x, = xoln(cosh*{(L/2x,)[ngexp(- x/xp)/N. ],  (4)

where N, is the critical electron density for the laser wave-
length and x, is the plasma density scale length. Once the
plasma density distribution is retrieved, ray-tracing simula-
tion can be used to calculate the probe beam offset for vari-
ous incident positions. By comparing the simulated offset
data with the measured data, the errors of the models can be
estimated and which fits better for the experimental condi-
tion can be determined. If necessary, the second model can
be extended to the superposition of two exponential distribu-
tions.

The absorption of the weak probe beam is dominant by
inverse bremsstrahlung absorption, and the absorption coef-
ficient can be written as [29]
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where g, is the electron charge, Z is the ionization stage, A is
the Coulomb logarithm, c is the light speed, w), is the plasma
frequency, w is the laser frequency, m, is the electron mass,
n, is the electron density, and 7, is the electron temperature.
When the electron density and laser absorption are retrieved
from experimental data, the plasma electron temperature can
be obtained if the ionization stage is known. The ionization
stage can be obtained from the EHYBRID simulation, or esti-
mated by correlating this absorption measurement with the
plasma expansion velocity deduced from the time-resolved
measurement of the plasma density distribution.

Reflective interferometry is utilized in this experiment to
find out the two-dimensional distribution of the plasma on
the target surface. The measurement was carried out with a
Mach-Zehnder interferometer. This diagnostic method can be
used to monitor the evolution of the plasma spatial distribu-
tion, but not to quantitatively measure the plasma density
and temperature distribution because of the strong absorption
and refraction of the transverse probe beam and the unknown
shift of the critical density layer.

III. EXPERIMENTAL SETUP

The laser used in the experiments is a 10-TW, 55-fs, 810-
nm, and 10-Hz Ti:sapphire laser system based on the
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FIG. 1. Experimental layout. The acronyms represent T: target,
CL: cylindrical lens, CM: concave mirror, W: wedge, WP: half-
wave plate, P: linear polarizer, BS: beamsplitter, L: lens, and CCD:
charge-coupled device.

chirped-pulse amplification technique [30]. The temporal
contrast of the compressed laser pulse was >107 at
—-10 ns, >10° at =50 ps, and >10* at —1 ps. The experi-
mental setup is shown in Fig. 1. Two laser pulses, referred to
as the ignitor and the heater, were used to produce the
plasma, and two probe pulses were used for longitudinal
probing deflectometry and transverse reflective interferom-
etry, respectively. The s-polarized ignitor pulse was 55 fs in
duration with a maximum energy of 57 mJ. The p-polarized
heater pulse was 80 ps in duration with a maximum energy
of 240 mlJ. After being combined by a thin-film polarizer,
these two beams propagated collinearly and were focused by
two orthogonal cylindrical lenses (=200 and 300 mm), pro-
ducing a line focus of 2-mm length in full width at half
maximum (FWHM) and 40-um width FWHM on the solid
target surface from near the target normal direction. The lon-
gitudinal probe beam with 55-fs duration and 40-uJ energy
was focused by a concave mirror of 1-m focal length to a
focal spot size of 25 um FWHM (the corresponding Ray-
leigh range is 3 mm) and propagated parallel to the target
surface in the direction of the axis of the line-shaped plasma.
The beam position at the exit plane of the plasma was mea-
sured by relay-imaging with two spherical lenses (f
=75 mm) and a 10X objective lens onto a charge-coupled
device (CCD) camera. The energy of the longitudinal probe
was set low to avoid absorption due to mechanisms other
than the inverse bremsstrahlung absorption. The transverse
probe beam with 55-fs duration, 2-mJ energy, and 10-mm
diameter was split into two beams. The first one was incident
onto the target surface at 45° in the horizontal plane. The
reflected beam was then recombined with the second beam
and imaged with =500 mm lenses to form an interferogram
(Mach-Zehnder interferometer) on a CCD camera. Linear
polarizers with a contrast ratio of 10* were used before the
CCD camera to eliminate contamination from the scattered
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FIG. 2. Images of the longitudinal probe beam at the exit plane
of the target for various incident positions relative to the target
surface for 57-mJ ignitor, 240-mJ heater, 300-ps ignitor-heater sepa-
ration, and 3-ns probe delay with respect to the peak of the heater.
The schematic drawing shows the definition of zero position.

p-polarized heater pulse to the s-polarized probe pulse that
produced the interferogram.

Targets used for the measurement included polished Mo,
Ti, and Fe bars, and 4-um-thick Mo coated on Si wafer. All
targets were cut to 2 mm in width to produce a 2-mm-long
line-shaped plasma. For coated target the target was moved
in the vertical direction after each shot to provide a fresh
surface for plasma production. However, for polished target
the target was moved after five shots since the results for the
first five shots on the same target position were found to be
almost identical. The experiment was conducted inside a
vacuum chamber pumped down to <<0.1 Pa. All the data
points in the figures represent the average of five laser shots.

IV. EXPERIMENTAL RESULTS

For all the measurements with longitudinal probing de-
flectometry the zero position (target surface) was determined
by the position where the probe beam was blocked by the
target. However, this method has an error as large as 30 um
due to the longitudinal probe spot size, beam pointing fluc-
tuation, and target alignment. The comparison with the simu-
lation results shows that if the zero position was set to be at
10 wm toward the target from the position at which the
probe is just blocked by the target, the retrieved electron
density profile will match best with that of the simulation.
Therefore, the zero position in all the figures are determined
in this way. Figure 2 shows the images of the longitudinal
probe beam at the exit plane of the target for various incident
positions relative to the target surface for 57-mJ ignitor,
240-mJ heater, 300-ps ignitor-heater separation, and 3-ns
probe delay with respect to the peak of the heater. The varia-
tion of the incident position of the longitudinal probe relative
to the target surface was done by translating the target in the
target normal direction. The line-focus profiles of the ignitor
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FIG. 3. Electron density distributions retrieved using the two
models for the data shown in Fig. 2, (a) and the comparison be-
tween the measured probe offset (solid square) and the simulated
probe offsets (dash line: model 1, solid line: model 2) based on the
two retrieved traces (b).

and the heater on the target surface did not vary significantly
as the target was translated because of the long Rayleigh
range. The same measurement can be done by fixing the
target position and translating the steering mirror of the lon-
gitudinal probe. From the measured transverse offset of the
longitudinal probe beam in the images, the electron density
distribution was retrieved with the methods described in the
previous section. Figure 3(a) shows the electron density dis-
tributions retrieved from Fig. 2 with the constant gradient
model (model 1) and the exponential profile model (model
2), respectively. The electron density distributions obtained
with these two models are very close to each other in the low
electron density region, but show deviation in the high den-
sity region. Figure 3(b) shows the comparison between the
measured probe offset and the probe offset calculated with
ray-tracing simulation based on the two retrieved electron
density distributions. The exponential profile model matches
very well with the measurement for the entire plasma region,
therefore this model was adopted for all the data presented in
this paper. Since the probe offset is linearly proportional to
the density gradient, the systematic error in the absolute
value of the electron density deduced is estimated to be 6.5%
at 50 um (higher-density region) and 1.3% at 310 um
(lower-density region).

Figure 4(a) shows the electron density distribution for Mo
bar with various ignitor-heater energy combinations and 3-ns
probe delay with respect to the heater. Figure 4(b) shows the
electron density distribution for Mo bar with various probe
delays. The energies of the ignitor and heater were 57 and
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FIG. 4. (a) Electron density distributions for Mo bar with vari-
ous ignitor-heater energy combinations: (1) 240-mJ heater only, (2)
20-m] ignitor+220-mJ heater, and (3) 40-mJ ignitor+200-mJ
heater. The ignitor-heater separation was 300 ps and the probe delay
was 3 ns with respect to the heater. (b) Electron density distribu-
tions for Mo bar with various probe delays. The energies of the
ignitor and heater were 57 and 240 mlJ, respectively, and the ignitor-
heater separation was 300 ps.

240 mlJ, respectively, and the ignitor-heater separation was
300 ps. The same measurements were done for Ti and Fe
bars, as shown in Figs. 5 and 6. As shown, by splitting a
small amount of energy from the heater to serve as the igni-
tor, a plasma of higher density and larger scale length can be
produced for Mo. Diverting more energy to the ignitor does
not create a larger effect. However, for Ti and Fe the diver-
sion of some energy to the ignitor does not show significant
enhancement. The enhancement by the ignitor-heater scheme
may be ascribed to the increased amount of seed electrons
produced by the ignitor that leads to an increased growth rate
of collisional ionization and inverse bremsstrahlung heating
during the heater, or by the change of the initial plasma den-
sity slope encountered by the heater. To understand the cause
for the stronger effect on Mo bars than on Ti and Fe, the
ionization threshold intensities for these targets were mea-
sured by using the reflective interferometry to observe the
appearance of plasma with varying ignitor energy. The
threshold were roughly 4.8X10'3, 2.0X 10", and 2.0
X 103 W/cm? for Mo, Ti, and Fe, respectively. The experi-
mental results indicate that an ignitor is more beneficial for
Mo compared to Ti and Fe because of the higher ionization
threshold intensity. From the dc tunneling ionization theory
by Augst et al. [31], the ionization threshold intensities of
Mo, Ti, and Fe targets are 1.0X10'3 (1,=7.1eV), 8.6
X 10" (1,=6.82 ¢V), and 1.5X 10" W/cm? (1,=7.87 eV),
respectively. This is not in agreement with our measurement.
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FIG. 5. (a) Electron density distributions for Ti bar with various
ignitor-heater energy combinations: (1) 240-mJ heater only, (2) 20
-m]J ignitor+220-mJ heater, and (3) 40-mJ ignitor+200-mJ heater.
The ignitor-heater separation was 300 ps and the probe delay was 3
ns with respect to the heater. (b) Electron density distributions for Ti
bar with various probe delays. The energies of the ignitor and heater
were 57 and 240 mJ, respectively, and the ignitor-heater separation
was 300 ps.

Recently, Smits er al. [32] reported that the calculation of
ionization threshold intensity should include the dynamic po-
larization or screening effects from other electrons in the
atom, in particular for transition metal atoms. These effects
lead to a dramatic suppression of the ionization in compari-
son to that calculated under the single active electron ap-
proximation. As a result, the relative magnitude of ionization
threshold intensity for these three targets may be changed to
that shown in our measurement.

Figure 7 shows the electron density distributions from the
experimental measurement and the EHYBRID simulation for
the Mo target with 240-mJ heater only and 20-mJ ignitor
+220-m]J heater, respectively. The ignitor-heater separation
was 300 ps and the probe delay was 3 ns. For the case of
using the heater only the electron density distribution from
simulation is similar to that measured in the experiment ex-
cept for the region very close to the target surface. However,
for the case of ignitor-heater scheme the simulation results
are not consistent with the measurement. This may be be-
cause the simulation code considers only inverse bremsstrah-
lung heating and collisional ionization so that the significant
influence of the ignitor through optical-field ionization and
other heating mechanisms are not taken into account.

Figure 8 shows the distribution of average ionization
stage and electron temperature from the simulation for the
Mo target with 57-mJ ignitor, 240-mJ heater, 300-ps ignitor-
heater separation, and 3-ns probe delay. It shows that the
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FIG. 6. (a) Electron density distributions for Fe bar with various
ignitor-heater energy combinations: (1) 240-mJ heater only, (2) 20
-mJ ignitor+220-mJ heater, and (3) 40-mJ ignitor+200-mJ heater.
The ignitor-heater separation was 300 ps and the probe delay was 3
ns with respect to the heater. (b) Electron density distributions for
Fe bar with various probe delays. The energies of the ignitor and
heater were 57 and 240 ml, respectively, and the ignitor-heater
separation was 300 ps.

average ionization stage is 6 in the region of 100-150 um
from the target surface. From this data and the measured
electron density, the electron temperature in this region can
be retrieved by using the formula of inverse bremsstrahlung
absorption. The retrieved electron temperature, shown in Fig.
8, shows reasonable consistency with the simulation results.
If the heating by the ignitor is raised artificially in the simu-
lation, the measured temperature can match even better with
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FIG. 7. Electron density distributions from the experimental
measurement and the EHYBRID simulation for Mo target with (1)
240-m] heater only and (2) 20-mJ ignitor+220-mJ heater, respec-
tively. The ignitor-heater separation was 300 ps and the probe delay
was 3 ns.
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FIG. 8. Distribution of average ionization stage (dash line) and
electron temperature (solid line) from the simulation for Mo target
with 57-mJ ignitor, 240-mJ heater, 300-ps ignitor-heater separation,
and 3-ns probe delay. With the average ionization stage obtained
from simulation and the measured electron density the electron tem-
perature was retrieved from the absorption data and plotted for
comparison (solid circle).

the simulation result. This again indicates that under our ex-
perimental conditions there are additional effects of heating
by the ignitor not included in the EHYBRID simulation, in
agreement with the comparison of electron density distribu-
tion between experimental measurement and simulation. The
cause for missing the heating effects may be because the
EHYBRID simulation was not originally designed for simulat-
ing pump pulses shorter than 200 fs. Note that in this experi-
ment the transverse ignitor and heater pulses are used only to
preform a plasma with a density distribution suitable for
x-ray lasers, not to produce the lasing ion species.

In this experiment we can only retrieve the electron tem-
perature in the region of 100—150 um. This is because the
absorption measurement is only reliable in this region, since
in the higher density region the probe intensity is reduced
also by deflection out of the imaging system and in the lower
density region the absorption is too small to be accurately
measured. The electron temperature can also be estimated
from the expansion velocity of the plasma. In Fig. 4(b), the
layer with 1 X 10"-cm™ density moves 20 um from 0.5 to 3
ns. Using the formula of sound speed and the ionization
stage of 6, the electron temperature is calculated to be 10 eV.
From the expansion of the layer of 5 X 10'8-cm™ density, the
temperature is calculated to be 28 eV. This range of electron
temperature is consistent with the measurement based on ab-
sorption of the longitudinal probe pulse.

By measuring the electron density distribution in the tar-
get normal direction at various vertical positions, the two-
dimensional plasma density distribution perpendicular to the
axis of line-shape plasma can be measured. The result is
shown in Fig. 9 for Mo-coated targets under the same con-
dition as in Fig. 8. The electron density distribution consists
of two components. The first one with a larger transverse
distribution has a smaller density scale length. The second
one with a smaller transverse distribution has much larger
density and density scale length than the first one. We have
identified that the first component was produced by the igni-
tor alone and the second component was produced together
by the ignitor and the heater.
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FIG. 9. Two-dimensional plasma density distribution perpen-
dicular to the axis of line-shaped plasma for Mo-coated targets with
57-mlJ ignitor, 240-mJ heater, 300-ps ignitor-heater separation, and
3-ns probe delay. The dash line indicates the first component of
smaller scale length and the dot line indicates the second one of
larger scale length.

Another important factor for efficient x-ray lasing is the
surface roughness. Tommasini ef al. reported that the slope
efficiency of x-ray lasing can be improved by a factor of 4
when the surface roughness is changed from 0.7 to 0.07 um
[25]. If the surface roughness is large, nonuniformity in the
plasma will lead to disruption of x-ray amplification, reduc-
ing the lasing efficiency. Figures 10(a)-10(d) shows the im-
ages of reflective interferometry of Mo-coated targets and
polished Mo bars before and after the ignitor-heater pulses

(b) 1mm

A

—
()
—~

—=— Mo-coated targets
—— Mo bars

electron density (10" cm®)

0 100 200 300 400 500
position (um)

FIG. 10. Reflective interferograms of Mo-coated targets and
polished Mo bars before, (a) and (b), and after, (c) and (d), the
ignitor-heater pulses for 57-mJ ignitor, 240-mJ heater, 300-ps
ignitor-heater separation, and 3-ns probe delay. The intensity of the
interferograms are uniformized by a numerical method to make the
fringes clearly observable. The electron density distributions in the
target normal direction measured with longitudinal deflectometry
for these two targets are shown in (e).
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for 57-mlJ ignitor, 240-mJ heater, 300-ps ignitor-heater sepa-
ration, and 3-ns probe delay. The fringe shift distribution
shows that a coated target has a much better flatness than a
polished target, and the large roughness of polished targets
remains imprinted on the produced plasma even after the
plasma has expanded for several hundred micrometers. Fig-
ure 10(e) shows the electron density distributions in the tar-
get normal direction measured with longitudinal deflectom-
etry for these two targets. The plasma produced from Mo-
coated targets shows only a slight difference compared to
that from Mo bars. Therefore, the disadvantage of using a
polished target compared to a coated target lies mainly in the
nonuniformity of plasma along the x-ray lasing direction in-
stead of the plasma density scale length in the target normal
direction. Reflective interferometry can also be used to mea-
sure the distribution of the produced plasma on the target
surface to get a good estimation of gain length, to examine
the spatial and temporal overlaps between the line foci of the
laser pulses, and to position the exit edge of the target right
at the end of the uniform gain region so that the absorption
of the x-ray output by the colder plasma can be avoided.
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These are also important factors that affect x-ray lasing
efficiency.

V. CONCLUSION

In summary, by using longitudinal probing deflectometry
and transverse reflective interferometry together, we have
shown that the plasma electron density and electron tempera-
ture distributions can be characterized for the development
of solid-target x-ray lasers. In particular, effects of the
plasma-forming pulses in the ignitor-heater scheme can be
studied systematically. Effects of surface roughness, the laser
pedestal, and spatial-temporal overlap between the laser
pulses can also be examined. All these issues are crucial to
achieving high pumping efficiency and high-quality x-ray
output. With these in situ diagnostic tools it becomes pos-
sible to examine the lasing condition in detail and optimize it
step by step. In other words, through measurements of the
intermediate plasma parameters, one may be able to narrow
the gap between physics and engineering in the development
of x-ray lasers.
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