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Phase-field modeling on morphological landscape of isotactic polystyrene single crystals
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Spatio-temporal growth of isotactic polystyrene single crystals during isothermal crystallization has been
investigated theoretically based on the phase field model by solving temporal evolution of a nonconserved
phase order parameter coupled with a heat conduction equation. In the description of the total free energy, an
asymmetric double-well local free energy density has been adopted to represent the metastable melt and the
stable solid crystal. Unlike the small molecule systems, polymer crystallization rarely reaches thermodynamic
equilibrium; most polymer crystals are kinetically stabilized in some metastable states. To capture various
metastable polymer crystals, the phase field crystal order parameter at the solidification potential has been
treated to be supercooling dependent such that it can assume an intermediate value between zero (melt) and
unity (perfect crystal), reflecting imperfect polycrystalline nature of polymer crystals. Two-dimensional simu-
lations exhibit various single crystal morphologies of isotactic polystyrene crystals such as faceted hexagonal
patterns transforming to nonfaceted snowflakes with increasing supercooling. Of particular interest is that heat
liberation from the crystallizing front influences the curvature of the crystal-melt interface, leading to direc-
tional growth of lamellar tips and side branches. The landscape of these morphological textures has been
established as a function of anisotropy of surface energy and supercooling. With increasing supercooling and
decreasing anisotropy, the hexagonal single crystal transforms to the dense lamellar branching morphology in

conformity with the experimental findings.

DOL: 10.1103/PhysRevE.72.011804

I. INTRODUCTION

Polymer crystallization has drawn immense attention for
several decades because of a rich variety of crystalline mor-
phology encompassing single crystals to hierarchical struc-
tures such as sheaflike textures and spherulites [1,2]. By vir-
tue of the connectivity of polymeric chains, polymer
crystallization hardly reaches thermodynamic equilibrium;
therefore crystals thus formed are imperfect containing siz-
able defects. It has been generally known that polymer single
crystals can be grown from dilute solutions, whereas spheru-
lites develop from the melt. Recently, it becomes apparent
that various single crystals can be formed from the melt
state, producing various fascinating patterns including dia-
mond, snowflakes, or faceted hexagonal shapes [3-5].

Lovinger and Cais [6] examined the single crystal growth
from the melt of poly(trifluoroethylene) exhibiting lamellar
branched morphology, which was explained in the context of
the diffusion limited aggregation. Reiter and Sommer [7] ob-
served the fingerlike branched patterns during crystallization
of poly(ethylene oxide) which has been attributed to the dif-
fusion process. Sakai and co-workers [8] found tip-splitting
crystal growth in thin films of poly(ethylene terephthalate)
that evolves to a crystal morphology, called terrace. Taguchi
et al. [3] who investigated the crystal growth of isotactic
polystyrene (ITPS) showed morphology variation with de-
creasing crystallization temperature. At high crystallization
temperatures, a hexagonal single crystal of ITPS formed.
However, the faceted hexagonal plate transforms to nonfac-
eted snowflakes, then to dense branching morphology (com-
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pact seaweed) with decreasing temperature of crystallization.

Intrigued by the Taguchi and co-worker’s experimental
observation [3], we have simulated the spatial-temporal
growth of polymer single crystals based on the phase field
model [9-13]. Compared to the traditional solidification
theory involving free boundary problems [14], the phase
field model treats the crystal-melt boundary to be smooth,
albeit sharp, with a finite interface thickness. In general, the
solid-liquid interface is an active free boundary from which
latent heat is liberated during phase transformation. A scalar
phase field, termed crystal order parameter, ¢ is introduced
that distinguishes the two distinct phases, i.e., zero in the
melt and unity in the crystalline region, but the value of
varies smoothly at the interface [11]. There are several phase
field models which have their own merits [9—17]. The advan-
tage of these phase field approaches is that the regions of
melt and solid crystals are treated the same without the re-
quirement of explicitly tracking the position of the melt-
crystal interface, i.e., it is given implicitly by a set of scalar
and/or tensorial functions of time and space. Thus the phase
field approaches provide a convenient means of calculating
realistic interfacial structures of the small molecule systems
[9-12], thereby avoiding difficult boundary integral or do-
main transformation methods encountered in the free bound-
ary problems [14].

The stability solution of the single phase field equation
yields a planar (square or rectangular in two dimensions) or a
circular interface of the crystal. However, the phase field
equation is usually coupled with another spatio-temporal
evolution equation representing self-generated temperature,
mechanical, or concentration fields. The energy balance
equation is necessary to express the self-generated thermal
field during isothermal quiescent crystallization, which can
account for highly curved interfaces. Such heat equation,
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also known as the heat conduction equation, incorporates the
latent heat liberated at the growing front, which in turn
drives the directional solidification, exhibiting a variety of
interfacial morphologies such as seaweed, cellular and den-
dritic patterns. A structure with pronounced orientational or-
der is called dendrite, and without apparent orientational or-
der it is called seaweed. The dendritic shape is a symmetric
needle crystal with a parabolic tip affected on its sides by a
secondary branching. The seaweed morphology was origi-
nally introduced on the basis of experimental observations
under the name of dense-branching morphology, which is
characterized by repeating tip splitting at the interface front.
The coupled phase field equations have been successfully
applied to epitaxial growth of snowflakes and metal alloys
[11,12]. Recently, a single phase field equation has been used
to simulate faceted growth of the polymer single crystals
[13].

We are intrigued by the phase field model of Kobayashi
[11] who applied a phase field model based on the aniso-
tropic Landau-type potential [15] with some free model pa-
rameters in accounting for the dendritic growth of snow-
flakes. The two-dimensional simulation revealed the
evolution of dendritic structures growing into an undercooled
melt. Although the Kobayashi potential [11] is seemingly
adequate for the description of the dendritic growth of the
small molecule system, the extension of it to high molecular
weight polymers requires appropriate modification as poly-
mer crystallization may not achieve thermodynamic equilib-
rium during solidification due to the long chain nature of
macromolecules. To capture the imperfect morphology of
semicrystalline polymer crystals, the various metastable
states of polymer crystallization must be incorporated in the
phase field model. That is to say, the simulation based on this
modification must account for the development of less-
ordered incomplete spherulitic structures to highly ordered
faceted single crystals of polymers by simply varying crys-
tallization temperature or supercooling. A convenient starting
point is the deployment of asymmetric free energy double
well of Harrowell and Oxtoby [16] or of Chan [17] who
expressed the phase field parameter at the solidification po-
tential to be a constant, but it is less than unity.

In this paper, we modified the Harrowell-Oxtoby solidifi-
cation potential to be supercooling dependent such that vari-
ous metastable states of polymer crystallization as well as the
spatio-temporal development of imperfect semicrystalline
morphologies may be explained. The advantage of the
present modified phase field model for polymer crystalliza-
tion is that the model parameters may be evaluated directly
from the experimentally measurable material parameters. In
addition, all model parameters are shown to be supercooling
dependent; that is to say, any changes in crystallization tem-
peratures can influence the crystalline morphology drasti-
cally. The present paper demonstrates theoretically the mor-
phological landscape of ITPS covering faceted hexagonal,
dendritelike snowflakes to seaweed-type lamellar branching
morphology during isothermal crystallization. Of particular
importance is that the emerged morphology depends not only
on supercooling, but also on the anisotropy of crystal surface
energies. These predicted morphologies have been discussed
in relation to the reported experimental morphologies of
ITPS [3].
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II. THEORETICAL DESCRIPTION

In the phase field modeling for solidification of a pure
substance, the total free energy of the system, F(i) may be
described in terms of a combination of a local free energy
density, fioca(¥) and a nonlocal free energy density repre-
senting interface gradient, f,,q(1) involving a nonconserved
crystal order parameter (i) [9-13] as

F((/f) = ffcryst(‘ﬂ)dv: J [flocal(w) +fgrad((//)]dv~ (1)

The temporal evolution of the order parameter can be ex-
pressed in accordance with the standard Ginzburg-Landau

approach [13-15] as
OF ()

AY(r,1) _
o g SY(r,1)’ @

where /(r, 1) representing the crystal order parameter at time
t and position r, may be defined as =I/l, which is analo-
gous to linear crystallinity. I is the rotational mobility which
is inversely proportional to the drag force or melt viscosity.
The melting temperature of polymer crystals obtained at a
given crystallization condition is always lower than that of
the equilibrium melting point. It is therefore reasonable to
consider various metastable states in polymer solidification
that reveal various hierarchy morphologies such as imperfect
spherulites to highly ordered single crystals. To account for
the various metastable states of defective polymer crystals,
local free energy density of Harrowell-Oxtoby [16] has been
adopted in which the system possesses an asymmetric double
well with respect to ¢ and the solidification potential at ¢,
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where the unstable energy barrier is {. The order parameter
at the stable solidification potential is taken as =T,/ 7217
where 731 is the equilibrium melting temperature, 7, is the
melting temperature obtained at a specific crystallization
temperature 7 and W is a dimensionless coefficient describ-
ing the height of energy barrier for nucleation. We have
modified the crystal order parameter at the solidification po-
tential well, {, to be equal to 7,/ Y?n so that its value is unity
only at true thermodynamic equilibrium which is rarely real-
ized in polymer crystallization. Generally speaking, {, can
assume some finite values less than unity in a manner depen-
dent on the experimental melting temperature, 7,,, represent-
ing various metastable potentials. It should be emphasized
that the crystal morphology as well as the emerged crystal-
linity is strongly dependent on the crystallization tempera-
ture. For instance, faceted single crystals (e.g., hexagonal
single crystal in ITPS) develop at a higher crystallization
temperature, whereas dense lamellar branching morphology
(or spherulites) are formed at lower crystallization tempera-
tures or larger supercooling. The crystal morphology, the
emerged crystallinity, and the melting temperature are there-
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FIG. 1. Variation of the local free energy density as a function of
crystal order parameter ¢ for various temperatures showing differ-
ent nucleation barrier heights and locations, {. The order parameter
at the solidification potential, {;, varies with the crystallization tem-
perature as a result of the imperfection of polymer crystals.

fore strongly dependent on the crystallization temperature
[18]. Undoubtedly, the local crystallinity of the single crys-
tals would be higher than that of the spherulites due to the
greater crystal perfection. However, since the population of
single crystals obtained at higher crystallization temperatures
is significantly smaller than those of the spherulites, the over-
all bulk crystallinity (or heat of fusion) of the sample con-
taining single crystals could be smaller than that of spheru-
lites in actual experiments [19]. The imperfect crystals tend
to melt at a lower temperature relative to that of the crystals
with a greater perfection. Undoubtedly, the dependence of
the melting transition on crystalline morphology resulting
from different crystallization conditions would be very com-
plex. This is exactly why the aforementioned modification of
the phase field crystal order parameter at the solidification
potential, 4, was needed to account for the imperfect nature
of polymer crystals.

As demonstrated by Chan [15,17], if the coefficient of the
third-power order parameter term of the Landau expansion
were exactly zero, the local free energy displays two identi-
cal minima that differ only in sign which has been applied
traditionally to the second order phase transition. To describe
the first order phase transition such as polymer crystalliza-
tion, it is imperative that the third order coefficient must be
nonzero such that the double well is asymmetric with two
minima with different energy levels in which f(0) represents
the melt, whereas f({,) signifies the metastable crystal with
the nucleation barrier maximum at ¢ (Fig. 1).

It should be emphasized that we have modified the crystal
phase field order parameter representing the free energy well
of the crystalline solid to depend on supercooling or crystal-
lization temperature. As shown in Fig. 1, the order parameter
at the potential well of the stable solid, , can be varied from
some finite values (imperfect crystals) to unity (perfect crys-
tal), thereby capturing various metastable states of polymer
solidification. At 7% ({=0.5), the two free energy densities
have identical local minimum implying that the crystal and
melt can coexist. When 7< 731 (£<0.5), the free energy den-
sity has a global minimum at ¢ less than 1 representing the
imperfect semicrystalline nature. Nonetheless, the solid state
is more stable than the melt. Hence, the melt will undergo
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solidification by overcoming the nucleation barrier labeled
by { on the ¢ axis. As the supercooling (AT) increases, ¢,
becomes significantly smaller than unity, which implies that
the emerged crystal contains some crystal defects. The crys-
tal thus formed is therefore imperfect, reflecting the complex
morphology of semicrystalline polymers. It can be antici-
pated that the perfection of such metastable crystals could
improve with increasing temperature of crystallization or an-
nealing. The uniqueness of the proposed approach is that
there is no need for taking into consideration the multiple
metastable-wells in accounting for the multiple metastability
potentials of polymer crystallization; a simple free energy
double well with various (supercooling dependent) ¢, would
serve the same purpose without losing any physical essence
of the general solidification phenomena.

The nonlocal free energy density can be written in terms
of the gradient free energy density describing the growth
process as

fgrad(lr/l) = %KZ(V lr/l)zs (4)
where « is the coefficient of interface gradient.
Substituting Egs. (2)—(4) into Eq. (1), one obtains
Ip(r.t) FéF(zﬂ)
at S

=-T(W(y— D (- {o) - K*V24h).
(5)

The first and the second terms signify the nucleation and
interface growth processes, respectively. As will be demon-
strated later, the interplay between these two competing pro-
cesses eventually determines the final morphology of the
emerging polymer crystal.

Another important factor in polymer crystallization is the
self-generated temperature field created by the liberation of
latent heat. In metallic alloys [20,21], heat conduction is very
rapid such that the latent heat thus released may dissipate
quickly. Hence, the temperature field may be treated as uni-
form. However, in most organic and polymeric materials,
thermal conductivity is relatively slow, and therefore the lib-
erated heat could exert appreciable effect on the crystal-melt
interface, especially in the case of fast solidification. To de-
termine the temperature distribution at the growing crystal
fronts, a heat conduction equation may be deduced from the
conservation law of enthalpy, i.e., the energy balance equa-
tion involving latent heat takes the form of

aT Y
pCpE =k VT + pAHuE, (6)

where p (kg/m?) is density, C, (kJ/kgK) heat capacity,
kr J/m s K) thermal conductivity, and AH, (J/kg) latent
heat. Let thermal diffusivity a=k;/pC, and K=AH,/C,,
then the heat conduction equation for the temperature evolu-
tion takes the form [11]

aT d

—=aVT+ K—‘ﬁ. (7)
at at

In order to present the governing equations (6) and (7) in

dimensionless form, the variables are rescaled to dimension-
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less time 7 and dimensionless variables denoted with tilde
symbols as follows: ¥=x/d", §=y/d", 7=Dt/d"?, where the
characteristic length for the single crystals " may be in the
range of 1078 (i.e., of the order of the lamellar thickness) to
1077 m which is of the order of the radius of gyration of
polystyrene chains [22], and the diffusion coefficient of ITPS
is taken as D=1X10"" m?/s that gives ['=D/d"* to be
10°-107(s). This estimated value for ITPS is accidentally
comparable to the value (10°) determined by '*C NMR of
loose loops at the overlayer of polyethylene lamellar crystals
[23]. The temperature is rescaled to U=(T-T,)/(T,,—T,),
where T, is the experimental temperature of crystallization.
Then, the final governing equations may be represented in
dimensionless form (please see Appendix for detailed deri-
vation),

% =- {Ww(w— D= i) - iV [B(Q)V ]

+ KS[%B(Q)H(Q)] %ﬁ

- Ké[%ﬂmm'(m] ‘;—‘f’} (®)

where () is the orientation angle between the surface normal
and the reference axis and the prime symbol denotes a de-
rivative with respect to , i.e., d/dQ). Similarly, Eq. (7) may
be expressed in a dimensionless form as

—=avViU-K—, 9)

where V=i(9/d%)+(3/95), a=ald™T, ky=«/d’, and K
=AH,/C,T,. AH, is the heat of fusion of a perfect crystal
[24,25]. However, in practice, when the crystallization tem-
perature is lowered or the supercooling is increased, the or-
derness of the emerging structure is far from perfection, and
thus its local degree of crystallinity would be lowered. Al-
though AH, of a pure substance is constant, its value for a
polymer crystal would be strongly dependent on crystallinity,
crystal morphology, and imperfection [24,25]. Since these
morphological parameters depend on the crystallization tem-
perature, i.e., K may be supercooling dependent through heat
of fusion of polymer crystals, i.e., K=AH,/C,*AT. As cau-
tioned by Kobayashi [11], this K should not be regarded as
the true supercooling; K value should be estimated directly
from the heat of fusion and heat capacitance whenever pos-
sible. However, it is often the case that these thermal quan-
tities were not determined experimentally for each crystalli-
zation temperature, and thus A7 may be taken as (Ygl—Tx)
for the purpose of qualitative comparison. Moreover, T,, val-
ues may be estimated from 7, in accordance with the
Hoffman-Week approach [24,3]. It should be emphasized
that K remains constant during the course of isothermal crys-
tallization at a given supercooling.

It should be emphasized that the I' value, which is pro-
portional to the rotational mobility, varies significantly from
10'" for metal alloys [16] to 10 for a polyethylene solid
crystal [26], but it is of the order of 10° for amorphous loops
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FIG. 2. A schematic drawing of the curved crystal-melt interface
at which latent heat is generated nonuniformly in which the arrows
indicate the approximate directions of heat flow from the highly
curved interfaces. At the convex crystal-melt interface tips, the la-
tent heat, thus generated, diffuses into the undercooled melt;
whereas the heat is virtually accumulated at the concave regions.

at the lamellar surface of polyethylene crystals as evidenced
by C!3 NMR studies [23]. Now that all model parameters can
be accessible through experimentally measurable quantities,
except for the strength of anisotropy &, the numerical calcu-
lation has been performed on the basis of Eqgs. (A14) and
(A15) in two dimensions on a square lattice using the finite
central difference method for spatial discretization and the
explicit forward method for time steps with a no-flux bound-
ary condition. The crystal nucleation event was triggered
with a single perturbation at the center of the grid to avoid
overcrowding. Thermal noise was imparted at the interface
such that the melt-solid interface retains some roughness by
virtue of interface instability, i.e., 7= 7,y(1—1). This solid-
melt interface also serves as a heat source as the heat is
released through it. In the calculation, various grid sizes
(128 X 128, 256 X 256, and 512X 512) and temporal steps
(A7) have been employed to ascertain the stability of the
simulation; however only the results of (512 X 512) calcula-
tion are shown.

III. RESULTS AND DISCUSSION

As depicted in Fig. 2, interfaces are generally rough hav-
ing convex and concave curvatures. At convex tips, the heat
may be dissipated readily into the melt and thus the crystal
tip grows rapidly relative to that at the tail (or core). The
exothermic latent heat generated during crystallization may
be accumulated at concave regions where crystal growth is
prohibited. This preferential heat conduction away from the
convex solid-liquid tips and the heat entrapment in the case
of concave curvature interface at the base has led to direc-
tional crystal growth. The nonuniform dissipation of heat at
the irregular interface renders the growth of the interface to
be complex, depicting a rich variety of morphological tex-
tures.

We are intrigued by the experimental observation of Tagu-
chi and co-workers [3] who investigated the crystallization
of ITPS single crystals in very thin films using atomic force
microscopy (AFM) and transmission electron microscopy
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TABLE I. Model parameters calculated from experimentally de-
termined material parameters of ITPS at a given experimental tem-
perature of 195 °C.

Material parameters Model parameters

AH,=9.40 X 10* kJ/m? from Ref. [3] r=10s!

79 =242 °C from Ref. [3] W=15.25
C,=1.80 kJ/(kg K) from Ref. [24] Kt=5.57x10""2 m?
k7=0.128 J/(m s K) [=0.18
00=7.65 X 107* kJ/m? from Ref. [3] @=6.58x10"% m?/s
p=1080 kg/m? K=48.4 K

'=10° s~! from Ref. [23]
T,=229 °C*
T,=195°C

*Note that T,, may be estimated for each crystallization temperature
T, of 210°C, 195 °C, and 180 °C from Ref. [3] and the model
parameters thus calculated will vary accordingly.

(TEM). During crystallization of ITPS at 210 °C, these au-
thors discovered that the emerged single crystal is a hexagon
with the 110 growth facets [3,4]. With decreasing crystalli-
zation temperature, the 110 facets are no longer flat, and the
interface structures change to curved hexagons, nonfaceted
dendritelike snowflakes (at 195 °C), and then to seaweeds
leading to dense lamellar branching morphology (at 180 °C).
Furthermore, they concluded that the gradient of film thick-
ness and the supercooling are responsible for the crystalliza-
tion mechanisms changing from nucleation-dominated to
diffusion-dominated growth that caused the unstable flat in-
terface to undergo directional growth and eventually trans-
forming to dendrites and seaweed-type dense branches.

These observed morphologies of ITPS single crystals
present great challenge to us in testing the rigor of the
present phase field theory of polymer crystallization. In our
modified phase field approach, the model parameters were
calculated in accordance with Egs. (8), (9), and (A14)-
(A18), using the experimentally accessible physical param-
eters for ITPS [3]. On the basis of the Week-Hoffman rela-
tionship [24], the equilibrium melting temperature of ITPS,
721 was taken as 242 °C [3]. The experimental values of the
materials parameters and experimental conditions, which
were used in the determination of the model parameters, are
tabulated in Table I. As demonstrated in the Appendix, all
these model parameters are directly or indirectly related to
supercooling. Hence, any variations in supercooling or crys-
tallization temperatures could alter the model parameters that
in turn could lead to the formation of rich variety of crystal-
line morphologies. At present, the relationship between an-
isotropy of the surface energy and supercooling is not
known, thus the value of the anisotropy parameter is varied
to determine its roles in the formation of interfacial morphol-
ogy.

Figure 3(a) shows the simulated temporal-spatial growth
of ITPS single crystal at an isothermal crystallization tem-
perature T=210 °C (corresponding to the supercooling of 32
K). With the anisotropy parameter, £=0.09, the growing
single crystal resembles a hexagonal shape with faceted
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FIG. 3. The spatio-temporal growth of ITPS single crystal at
crystallization temperatures of (a) 210 °C with £=0.09 and (b)
195 °C with £=0.06 in the crystal order parameter field calculated
using the model parameters estimated from the material parameters
some of which are listed in Table I, but under different experimental
conditions. The simulation exhibits the spatio-temporal growth of
(a) hexagonal plate with (110) facets and (b) dendritic growth. Note
that the crystal-melt interface itself is the heat source, where the
latent heat is liberated at any given instance.

(110) fronts. It is evident that at this shallow supercooling the
crystal size remains unchanged until the entire edge has been
filled, implying that the growth rate along the lateral edge (g)
must be significantly greater than that normal to it (G). At
the crystallization temperature of 195 °C and £=0.06, the
growth rate was seemingly dominated by the diffusion as the
supercooling gets deeper. The simulation at the supercooling
of 47 K (i.e., at T=195 °C) and anisotropy £=0.06 reveals
the dendritic growth [Fig. 3(b)]. By virtue of the six-mode
symmetry, the side lamellar branches have grown out at an
approximate angle of 60° against the main lamellae.

The heat built-up can occur predominantly in the concave
curvature regions where heat is seemingly entrapped. In such
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61

FIG. 4. The spatio-temporal isotropic growth of ITPS crystal at
crystallization temperature (a) 210 °C with €=0 and (b) 180 °C
with £=0 in the crystal order parameter field calculated using the
material parameters some of which are listed in Table I but under
different experimental conditions. The simulation exhibits the
spatio-temporal growth of (a) spherical shape without internal struc-
ture and (b) lamellar branching morphology.

regions, crystallization is expected to be slow or in some
cases ceased to continue in such concave regions due to the
proximity of the advancing interfaces. It is evident that the
heat dissipation may be faster at the convex tip than that at
the concave interface, which permits the lamella to grow
along the long lamellar axis. Concurrently, lamellar side-
branching occurs by virtue of the rough edges of the growing
lamellar sides. The nonuniform heat dissipation at the lamel-
lar edges demarcates the interfacial boundaries of the crystal
solid and the melt which is a manifestation of how the lib-
eration of the latent heat can influence the polymer crystal-
lization, particularly in the present ITPS.

In the absence of anisotropy, the simulations displayed the
isotropic growth as depicted in Fig. 4. At the high crystalli-
zation temperature of 210 °C, the crystal is of the spherical
shape without exhibiting any internal textures [Fig. 4(a)].
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FIG. 5. Morphology diagram of ITPS as a function of super-
cooling and strength of surface energy anisotropy.

When the crystallization temperature is reduced to 180 °C,
the main lamellae branch out from the sides and in some
occasion, the main lamellar tip splits. Side-branching and
tip-splitting (often called doublons) are common phenomena
in the directional crystal growth in small molecule systems;
hence polymer crystals are not exceptional to such occur-
rences. A continual creation and elimination of doublons are
the typical characteristics of the seaweed growth. The lamel-
lar side branching may be attributed to the directional growth
of the lamellar crystals in which the heat release along the
growing front is nonuniform due to the rough curvatures of
the lamellar interface. That is to say the heat can dissipate
readily from the convex lamellar tip, while the heat builds up
at the concave core (see Fig. 2). The cascading side-
branching continues from the existing side branches that
eventually evolve into the dense lamellar branching mor-
phology [Fig. 4(b)].

In addition to supercooling, the anisotropic properties of
the solid-liquid interface play a particularly important role in
determining the stability of the dendrites as well as the trans-
formation between seaweed and dendrite morphology
[11,20,21]. To describe the role of anisotropic surface energy
in polymer crystallization, the coefficient « is allowed to
depend on the crystallographic orientation # in accordance
with Egs. (A14) and (A17). This approach has been demon-
strated by Kobayashi [11], as well as by McFadden and
Wheeler [20,21] for small molecule systems such as den-
dritic growth in snowflakes and metal alloys.

A morphological diagram of ITPS has been established as
a function of supercooling and anisotropy in Fig. 5, which
discriminates among different interfacial patterns. At very
low supercooling and high anisotropy, the faceted hexagonal
pattern emerges. With increasing supercooling, the edges of
the hexagon cave in, while the interface structure gradually
transforms from hexagonal into nonfaceted dendrites. In the
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absence of anisotropy at small supercooling, a circular pat-
tern develops. With decreasing anisotropy at the shallow su-
percooling, the morphology transformation occurs from the
hexagonal single crystal to the circular pattern through inter-
mediate textures such as bulged (convex) hexagons. With
increasing supercooling slightly, the hexagonal single crys-
tals develop with curved edges, e.g., the curvature changes
from circular to concave shape at the intermediate values of
anisotropy. Upon further increasing supercooling, the edges
of the hexagon split and form irregular branches, which may
be characterized as degenerate and/or seaweed structure that
eventually evolves to the dense lamellar branching morphol-
ogy. It should be emphasized that not only the shape of crys-
tal morphologies changes with supercooling, the length scale
of the crystal changes, i.e., the mean width of branches and
the average distance between neighboring lamellar branches
decrease with increasing supercooling.

In the comparison between our simulated patterns and the
experimental morphologies of the ITPS of Taguchi et al. [3],
the faceted hexagonal single crystal changes to dendritic
snowflakes and nonfaceted lamellar branching morphology
in accordance with the combination of increasing supercool-
ing and decreasing anisotropy of the interfacial energy. Usu-
ally the anisotropy parameter is difficult to measure experi-
mentally; in many cases it is unknown. In this particular
case, it gave us some clue that the anisotropy of the interfa-
cial energy must be supercooling dependent as the anisotropy
decreases as the supercooling increases. We must admit that
the experimental single crystal structures of ITPS were ob-
tained by first cooling the samples below the glass transition
and then crystallizing them at some elevated temperatures.
Hence, it is somewhat different from the direct temperature
quench to the isothermal crystallization temperatures per-
formed in our simulation, although the supercooling appears
the same. Moreover, the importance of the thinness of the
films on the emerging morphology has been emphasized by
these authors [3], which has not been taken into account for
our calculation. The sectorization was seen experimentally in
the hexagonal single crystal of ITPS. However, we did not
attempt to generate such sectorized hexagons here as an ad-
ditional time-evolution equation pertaining to the chain tilt-
ing driven by the self-generated mechanical field is neces-
sary. The feasibility of the sectorization based on the
aforementioned approach has been already demonstrated by
us for the syndiotactic and isotactic propylene single crystals
[27,28], and therefore it is not repeated here. Nonetheless,
the striking similarity between our simulated patterns and the
experimentally observed morphologies [3] of ITPS certainly
attests to the rigor of the phase field modeling.

IV. CONCLUSIONS

We have demonstrated that our modified phase field
model is capable of accounting for the various metastable
states of polymeric solids leading to spatio-temporal evolu-
tion of single crystals to hierarchical morphology driven by
the self-generated thermal field. The crystal phase field order
parameter at the solidification potential of the solid polymer
crystal can be varied by simply changing supercooling any-
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where between the threshold value to unity. Moreover, the
model parameters can be estimated from the experimentally
accessible physical parameters of ITPS. The two-
dimensional simulation captured the resulting morphology
varying from dense branch morphology to highly ordered
faceted hexagonal single crystals, which are strikingly simi-
lar to the experimental results of Taguchi and co-workers [3].
The effects of anisotropy of surface energy and supercooling
on the morphological landscape of ITPS have been demon-
strated. With increasing supercooling and decreasing aniso-
tropy, the lateral surface of ITPS crystals becomes unstable
and undergoes morphological transition from the hexagonal
plate to dendritelike snowflakes, and then to dense lamellar
branching morphology. The resulting free energy expression
thus accounts for metastability involving the latent heat gen-
erated at the crystal growth fronts.
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APPENDIX: NONDIMENSIONAL RENORMALIZATION
FOR COMPUTATION

In order to make a valid comparison between the compu-
tations and the experiments, the model parameters, I, W, £,
and «, can be related to the real material parameters and the
experimental conditions [29]. At a given crystallization tem-
perature 7, the crystal with an optimum lamellar thickness, /,
is formed due to a change in the free energy

Afioca =240, — ALAH,(1 - TITS),

m

(A1)

where o, is the surface free energy per unit area of the folded
surface, A. Note that the surface energy of the lateral front is
ignored. The crystal order parameter can be defined as ¢
=1/1,. In Fig. 1, it can be realized that at Afj.,=0, there
existed a lamellar thickness /" <I_ beyond which the emerg-
ing crystal stabilizes. The threshold value, hereafter called
stability order parameter, may be given as ¢'=/"/1_, and thus

O-E

25 - AH,(1-TIT°)=0. (A2)
According to the Hoffman and Weeks relationship [24,25],
the melting temperature 7, of the crystal solidified at a given
crystallization temperature 7' can be related to the lamellar
thickness [,

0’?
21—' - AH,(1-T,/T°)=0. (A3)
Z

Then the stability order parameter could be determined from
Egs. (A2) and (A3) as described below [27],
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*

T?n_Tm
To=T'

Upon inserting Eq. (A4) into Eq. (3), the free energy barrier
peak of crystallization, { can be expressed in terms of ¢ and
£y, which are supercooling dependent,
4y -3y
{= ot —au (AS)
60— 4y
On the other hand, from Eq. (3) the change in the local free
energy density at the crystallization temperature 7 is ex-
pressed as

== (A4)

L
l

& &

6 12)' (A6)

Af;/(/)cal_flocal(wo) flocal(o) W(

By equating the free energy densities of crystallization given
by Egs. (Al) and (A6), we obtain
(§§0 & )

6 12/

o,
[, nRT

TIT) =W
nRT

Utilizing Eq. (A3), the parameter W can be expressed as

_ AR, %o >_1
W"6nRTgO< T, )(2 )

According to Allen and Cahn’s approach [23], the excess
free energy per unit area in the interface region over the bulk
phase is given as o/nRT= f 2f¢d¢ At T=T,, we have

o _K /W
nRT 6 2’

o [2\1”2
=62 2]"
nRT\W
Let us consider Eq. (5) in one dimension with a moving
frame of reference under a uniform velocity of v=4dy/dt; Eq.
(5) can be transformed as
d21// vdy of

=0. A10
A Fdx Ny (A10)

(A7)

(A8)
therefore

(A9)

We seek a solution of the form = Az), where z=x—vt under
the boundary condition of y— {,; as x——= and ¥—0 as x
— + [16], one finds a stationary solution

o

o]

with the selected velocity being

Wz) = (A11)
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v=—1";<<g—%)\@. (A12)

Note that this selected velocity does not necessarily represent
the growth rate of polymer spherulites. Combining Egs. (16)
and (19), one obtains
-1
)|

\' ( %o

12 nRT\ 2
As demonstrated by Kessler er al. [30], the surface energy o
is anisotropic and takes the form

(A13)

a(Q) = 0yB(Q) = oy(1 + & cos jQ), (A14)
where oy is the reference surface energy which may be taken
as o, for polymer single crystals, and ¢ is the strength of
anisotropy. The orientation angle () is defined as the angle
between the interface normal and the reference axis and j
specifies the number of mode. For a hexagonal shape crystal
such as snowflakes, j=6. In the phase field modeling, the
orientation angle is determined in terms of ¢ using a normal
vector to the interface, n, defined as

v
r7=—¢=cos QX + sin Oy (A15)
|V yl
in which the orientation angle, () is taken as
oYl
tan 0 = 210 (A16)
dlox’

The resulting gradient coefficient « is expressed in relation to
the anisotropy parameter as

12
Kk=KyB(Q) = 6TT(V£V) (1+ecosjQ). (A17)

Thus, the modified time-evolution equation (5) after includ-
ing the anisotropy may be described as

WD (Wi 0=~ ¥ - B@ ¥ )
2 i ! 0"_{#
el Zog @)%
- Ko( BB’ (Q)) w) (A18)

where the prime symbol denotes a derivative with respect to
Q, ie., d/dQ.
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