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Turing instability controlled by spatiotemporal imposed dynamics
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The study of the spatiotemporal response of pattern forming systems to spatially resonant external forcing
has unveiled striking new phenomena which challenge the understanding of self-organization in nonlinear,
nonequilibrium systems. Here we show that a simple spatiotemporal two-dimensional forcing of a system
supporting an intrinsic wavelength but no intrinsic frequency, under conditions of spatial resonance, may
induce complex and entirely new spatiotemporal behaviors which do not reflect in any simple way the structure
of the imposed forcing. We demonstrate this phenomenon in the Turing regime of the (photosensitive) CDIMA
reaction by projecting a traveling stripe light pattern onto the reactor. By controlling the velocity of the forcing
we induce distinct dynamical regimes that express the externally imposed frequency in new and intriguing
ways. A detailed analysis of the experimental relevant parameters is presented.
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I. INTRODUCTION

It is known that natural systems and living organisms re-
spond, sometimes in an unpredictable way, to external
changes. This interaction between the medium and environ-
ment is extremely complicated as it involves an infinitude of
variables, which are commonly hidden. Far from being un-
derstood, these biological processes are presented to the sci-
entist community as a source of questions apparently without
an obvious response [1-3]. The robustness of natural phe-
nomena is in contradiction with the difficulty of their expla-
nation, if one uses the classical tools of mathematics, phys-
ics, and chemistry.

Surprisingly, the scenario changes dramatically, from a
mathematical point of view, when nonlinear interactions are
taken into account. This level of approximation reveals new
complicated behaviors and a better agreement between mod-
eling equations and real systems. This way, the amount of
successful attempts to translate the biological world in terms
of nonlinear equations is really extended (see [4-8] as ex-
amples). Reaction-diffusion systems played here a key role.
In particular, chemical pattern formation models, such as the
Turing mechanism [9] or BZ reaction [10], were proposed to
explain the cell differentiation in the first days of develop-
ment of early embryos [11] and the pigmentation of the skin
of animals [12-14].

The next step to fully understand these mechanisms is to
study their behavior under the influence of modifications in
the environmental conditions. Applying an external forcing,
in the sense of inducing controlled changes in some vari-
ables, the dynamical response of the system can be studied.
In addition, this forcing provides a powerful tool to a better
understanding of the underlying characteristics of the mecha-
nism.

Within the wide field of pattern formation systems, exter-
nal forcing was applied with enormous success on both
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steady and dynamical patterns. Thus, experiments are rang-
ing from steady forcing on convective patterns [15,16] (and
the resulting theoretical explanation of the experimental re-
sults in terms of amplitude equations in [17]) to steady forc-
ing on two-dimensional Turing patterns (experimental, nu-
merical, and theoretical studies [18-22]). In addition,
temporal forcing was applied to steady [23,24] and non-
steady patterns [25].

In this paper, we will focus on the influence of forcings on
stationary patterns. The type of pattern is the Turing pattern
in a chemical reaction-diffusion system, and the forcing was
chosen such that both space and time are affected. In this
sense some preliminary works have been already performed,
first considering the forcing on a one-dimensional system
[26] and, second, a generalization to two dimensions [27,28].
In both cases, results are in perfect agreement with theoreti-
cal predictions (based on an amplitude equation analysis)
and numerical simulations. Here, we present a detailed
analysis of the effect of the different parameters of the forc-
ing on the pattern structure and its dynamic. We will consider
two cases: a spatially resonant forcing (the forcing has the
same wavelength of the pattern) and the nonresonant case
(there is a small mismatch between the wavelength values of
the forcing and the spontaneous pattern).

II. EXPERIMENTAL PROCEDURE

Turing patterns [9] are a well-known reaction-diffusion
system, which may exhibit different kinds of spatial configu-
rations depending on the chemical parameters. The structure
formed and the intrinsic wavelength of the pattern are fixed
for a given set of parameter values. Under these circum-
stances, the pattern is constant in time with no frequency or
temporal behavior, meaning that once the structure is ob-
tained, it can be maintained with no significant changes. The
pattern, formed due to a competition between the activator
(autocatalic) and the inhibitor, can be composed of black
spots (also called H,) or white spots (H,) with hexagonal
ordering or stripes (in labyrinthine configuration). This spa-
tial configuration is dependent only on the chemical concen-
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FIG. 1. Different spatial configurations exhibited by the Turing
mechanism for different values of the malonic acid. Note that
striped pattern is among H,, and H, configurations.

trations (see Fig. 1). An important fact is that both hexagonal
arrangements are in opposite sides in the phase diagram,
meaning that to go from H to H, configuration, the system
is forced to cross the stripe regime [31].

To obtain Turing structures experimentally we use the
well-studied CDIMA reaction [29]. The chemical reactants
involved are iodine, malonic acid, chlorine dioxide, poly(vy-
nil) alcohol (80% hydrolized), and sulfuric acid. The role of
activator is played here by the I”, and the inhibitor is the
ClO,™. The concentrations here used were [I,]=0.45 mM,
[MA] 1.2 mM, [ClO,]=0.1 mM, [H,SO,]=10 mM, and
[PVA]=10 g/1, and the residence time of the reactants inside
the reactor was kept at 250 s. The reaction occurs in a one
feeding chamber chemical reactor, continuously stirred
(CSTR). The total volume of the reactor is 2.7 ml [30]. Re-
actants are pumped into the reactor using peristaltic pumps
(Gilson, Minipulse 3), previously calibrated to ensure an ac-
curate control in the reactant concentration inside the reactor.

Reactants are preparated separately, according to the flow
value obtained in the calibration, and they are only mixed
once inside the reactor by means of a magnetic stirring ball.
Structures are formed in an agarose gel (Fluka, gelling tem-
perature 40—-43 °C) made from a 2% agarose solution, thick-
ness 0.3 mm and diameter 23 mm. The role of the gel is
mainly to avoid convection but it also increases the differ-
ence between effective diffusion coefficients of the activator
and inhibitor. We could ensure that the structures observed
were only two dimensional by maintaining the thickness of
the gel smaller than the intrinsic wavelength of the sponta-
neous pattern for the concentrations used.

Between the gel and feeding chamber, we put a nitroce-
lulose membrane (Schleicher & Schnell, pore size 0.45 uM),
which provided a white screen to enhance the contrast of the
structures formed. Finally, we introduce an anapore mem-
brane (Whatman, pore size 0.2 wm), impregnated with 1%
agarose, playing the additional role of a rigid support for the
gel+membranes set. To get a good contrast in the observed
pattern, the reactor mounted has to be introduced in a ther-
mostatted bath (Selecta Frigterm 6000382) maintained at
4+0.5 °C. Under these circumstances and with the chemical
concentrations indicated above, the pattern is composed of
stripes, the different spot regimes (black and white) being on
opposite sites of the phase diagram. Twenty-four hours after
the pumps started, well-formed Turing structures can be ob-
served and with a measured wavelength of X\
=0.45+0.05 mm (see Fig. 1, central picture). This value is
only dependent on the concentration parameters [31].

The reaction used has the peculiarity of being photosen-
sitive [32]. Using this sensitivity to light, one can interact
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FIG. 2. Snapshots taken for the static forcing case. Comparison
(a) was taken immediately after the light turned off and (b) was
taken 120 min later. Comparing both pictures one can ensure that
we are in the resonant case (i.e., Ay=)\;). Size of each picture=16
X 16 mm?.

with the pattern formed in such a way that with sufficiently
high intensity of illumination, the structure is suppressed.
The light reduces the concentration of activator to the ex-
penses to the increasing of the inhibitor concentration. This
fact provides us with a well-controlled way to impose differ-
ent initial conditions and spatiotemporal forcing in the
system.

Typical experiments were performed as follows: we built
a slide made of parallel equidistant opaque bands (with the
spontaneous wavelength \;). Subsequently and after high-
intensity and spatially homogeneous illumination completely
suppressed the pattern during 5 min, we project steadily the
slide onto the gel where the Turing structures appear for a
period of 30 min. This way, the pattern of light is composed
of illuminated and nonilluminated parallel stripes with the
wavelength of the forcing (\/) in coincidence with the intrin-
sic one (\;). This protocol is needed to apply the spatiotem-
poral forcing under conditions of spatial resonance. After
that, the Turing pattern was composed of parallel stripes [see
Fig. 2(a)]. To ensure the stability of the imposed wavelength,
the pattern was allowed to evolve at its own during 2 h by
turning off the light [see Fig. 2(b)]. No evolution of the pat-
tern during that time means the imposed wavelength in the
range of stable wavelengths. Otherwise, the system may re-
lax to a stable value via well-known instabilities (i.e., Eck-
haus or zigzag) [18].

The projection was made using a slide projector (Kodak,
Ektalite 500) using a 250-W halogen lamp that was modified
to control the light intensity of the forcing. Images were
taken periodically using a charge-coupled-device (CCD)
camera (JAI M50, high resolution) connected to a computer.
In Fig. 3 there is a scheme of the components of the experi-
mental setup and their configuration. The light passes
through the moving slide and it is focused onto the gel using
the appropriate lens. Between the lens and reactor, we use a
beam splitter forming /4 with the axis of the CCD camera
to avoid optical deformations. This way we can record and
study the evolution of the pattern reflected in the beam
splitter.

The next step was to move the forcing with a constant
velocity in the direction perpendicular to the stripes. Due to
the slow internal dynamics of the CDIMA reaction, the ve-
locities needed to obtain nontrivial results are very low. For
this reason, we designed a device that provides us with a
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FIG. 3. Scheme of the experimental setup used to perform the

experiment.

high-accuracy way to control very low values of the veloci-
ties (the order of a few mm per day). The idea is to connect
a hydraulic mechanism to a peristaltic pump (Gilson,
Minipulse 3) that was situated on top of the slide projector,
as can be seen in Fig. 4. The mechanism was composed of
two pairs of glasses: one pair of small cylinders (external
diameter=50.4 mm) inside a pair of containers (internal
diameter=51.4 mm). The volume of water inside the con-
tainers determines the height of the mobile glasses. The slide
was suspended inside the projector from a junction between
these two mobile glasses. The water inside the containers
was taken out very slowly, and due to the large volume of
water inside the containers, the actual displacement of the
slide was very slow although it was continuously in motion.
This small displacement causes the slide to move inside the
projector and, consequently, the light forcing to travel
through the medium with the required velocity.

In order to corroborate the experimental results, simula-
tions using the two-variable Lengyel-Epstein model were
made once modified to include the effect of illumination
[29,30]:

p 4 uv & Fu (1)
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where u# and v correspond to the dimensionless concentra-
tions of activator and inhibitor; a, ¢, o, and d denote dimen-
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FIG. 4. Scheme of the hydraulic device designed to move the
light forcing.
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FIG. 5. Phase diagram made with the results of of the different
experiments performed varying the control parameters. The axis
corresponds to well-controlled variables relative to the forcing.
Each mark corresponds to a different behavior in the obtained pat-
tern. For clarity, we divide the phase space into four main regions,
with estimated position and form of the boundaries among them.
The complete zoology observed will be reported in the following.

sionless parameters of the chemical system. The effect of
external illumination is introduced through the ¢ terms. This
contribution can be decomposed into the mean value ¢, and
a periodically modulated part. For purely homogeneous illu-
mination €=0, the equations admit a solution which in the
following will be referred to as the base state: ug=(a
~5¢0)/(5¢), vo=a(l+ud)/(Sug).

III. RESULTS

Typical experiments, described in the previous section,
were performed systematically varying the relevant param-
eters of the forcing. In the results presented here we changed
the intensity of the illumination projected onto the reactor
and its velocity of displacement. Two limiting cases (inde-
pendently of the light intensity) are always found. For ex-
tremely low values of the forcing velocity, the striped pattern
adiabatically follows the forcing. On the contrary, for ex-
tremely large values of the velocity, the system just feels the
average of the light intensity and remains stationary. The
answer of the system to any other different condition was
extremely rich and different approaches to this information
can be considered. We present the results in the following
subsections in order of increasing complexity.

A. Temporal dynamics and spatial symmetry breaking

A first insight into the problem provides us with the phase
diagram presented in Fig. 5. Here, four different regions are
observed.

A detailed description of the different patterns is bellow.
For now, let us consider only the temporal dynamic of each
one. And this is the first result, the patterns having a temporal
dynamic. They move in the direction given by the forcing.
This can be better appreciated in Fig. 6. Here three different
space-time plots are depicted for three different typical val-
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FIG. 6. Different space-time plots corresponding to different
velocities of the forcing giving rise to different temporal behaviors
of the pattern: (a) entrained stripes, (b) oscillating stripes, and (c)
waving stripes. Light intensity was kept constant and equal to
12 000 lux. As the velocity is increased the pattern almost stops
moving.

ues of the velocity (the light intensity is not relevant at this
stage of the description). For low velocities the pattern fol-
lows adiabatically the forcing [Fig. 6(a), corresponding to
the region at the left in the phase diagram, labeled Entrained
Stripes]. As the velocity of the forcing is increased, the pat-
tern cannot follow adiabatically the forcing and, although it
moves in a noncontinuous way, the effective velocity is de-
creased [Fig. 6(b), corresponding to the second region in the
phase diagram, labeled Oscillating Stripes]. For larger values
of the forcing velocity, the pattern does not follow the forc-
ing and remains almost stationary, with no appreciable dis-
placement although periodically oscillating [Fig. 6(c), corre-
sponding to the last two regions in the phase diagram labeled
Oscillating Hexagons and Waving Stripes).

Figure 7 shows the values of the pattern velocity as a
function of the forcing velocity. Two cases are shown for
high and low light intensities. For low light intensity, the
pattern almost follows the forcing until a critical value is
reached and it stops propagating, while for higher values of
the light intensity the transition is more gradual, although it
takes place after, as is shown in the figure.

As a conclusion, Fig. 7 shows two dynamically different
behaviors: the first corresponds to patterns that basically
move with the forcing while the second behavior, which oc-
curs after the abrupt drop in the pattern velocity, represents
patterns that remain stationary. The information contained in
Fig. 6 complements this and allows us to differentiate two
different behaviors of patterns moving with the forcing:
namely, those that follow the forcing steadily [Fig. 6(a), en-
trained stripes] and those that follow the forcing with some
delay [Fig. 6(b), oscillating stripes]. The third panel in Fig.
6(c) confirms the existence of patterns that do not follow the
forcing or travel with very negligible velocity compared with
the forcing velocity.
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FIG. 7. Dependence of the pattern velocity vs forcing velocity
for two values of the light intensity.
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FIG. 8. Plot of the frequency values versus the scaled velocity
of the forcing. The dashed line corresponds to the imposed, aster-
isks are the experimental data for the case of light intensity
=12000 lux, and circles are numerical results using ¢y=2.5. (t.u.
=temporal units for numerics and hours for experiments.)

In addition, for all cases here reported, except for the two
limiting cases of very low and large velocities, the pattern
always exhibited a very well-defined frequency. Comparison
of this frequency with the frequency that the forcing imposes
into the system is done in Fig. 8. Here, we plot the measured
frequency for all the experiments versus the velocity of the
forcing (scaled by the wavelength value). The dashed line
represents the trivially calculated imposed frequency by the
ratio F'=V,/\;. Asterisks correspond to the frequency mea-
sured in the experiments, and circles stand for the values
obtained by numerical simulations with the Lengyel-Epstein
(LE) model [29,33].

Both experimental and numerical data lie over the theo-
retical line, meaning that experiments give back the imposed
frequency within experimental accuracy. In fact, this coinci-
dence is easily expected to appear, because the Turing pat-
terns do not have any intrinsic period and the imposed one
has to be exhibited in some way. What is worth stressing,
however, is that it characterizes in each case a completely
different spatial phenomenon, which leads to surprising
breaking symmetry phenomena and the arising of new kind
of patterns.

More information can be obtained from the phase diagram
(Fig. 5) when a spatial inspection of the patterns is made.
The four marked regions in the phase diagram correspond
with four completely different arrangements of the structures
present in the system. Let us describe them in the following.

1. Entrained stripes

The left part of Fig. 5 (low velocities) corresponds to the
simplest case of response. This region is mainly character-
ized by the coincidence of the velocity of the forcing and that
of the underlying pattern. The Turing structure follows adia-
batically the imposed forcing. This is shown in Fig. 9. The
figure is a three-dimensional space-time plot, where vertical
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FIG. 9. Three-dimensional space-time plot for the case named
entrained stripes. The values of the control parameters are Vj
=0.15+0.01 mm/h and light intensity=15000+200 lux. Frontal
and rear pictures correspond to snapshots (3.5X 3.5 mm?) of the
same part of the pattern taken with a time interval of 11 h.

and horizontal axes correspond to spatial directions and, per-
pendicularly to this two, the time evolution. This way, frontal
and rear pictures correspond to snapshots of the same part of
the pattern taken at different times. The top cover is a space-
time plot, where the temporal evolution of the pattern can be
observed. It is constructed taking the same line of pixels for
all the snapshots at different times. The bottom is a space-
time plot of the forcing, where the slope of the bands gives
the velocity of the forcing. The black line indicates the po-
sition of one arbitrarily selected stripe and its evolution in
time. In this case the evolution coincides with the evolution
of the forcing.

In addition, the white line signals the initial situation of
the marked stripe along the temporal axis. Comparing upper
and bottom parts, it can be checked that the ratio between the
velocity of the forcing and that of the pattern (which here, as
the arrow indicates, is moving constantly from right to left)
is 1. In addition, the coincidence between the wavelengths of
the forcing and that of the pattern is observed, meaning that
we are in the case of spatial resonance. This behavior can be
understood as explained elsewhere in terms of amplitude
equations [26].

The large light intensities used can be interpreted as the
high strength of the applied forcing. This strength combined
with the slow movement of the mask yields to this “en-
trained” behavior. The relevance of this case resides in the
fact that it provides the first evidence that a steady pattern
originated by a Turing instability can support movement. In
fact, in the spatial pictures (frontal and rear parts of Fig. 9),
it can be observed that the stripes are not completely homo-
geneous, but rather spatial periodic modulations in the verti-
cal direction of the stripes due to the movement can be ob-
served. This behavior is understood and explained in terms
of amplitude equations [26].

PHYSICAL REVIEW E 71, 066217 (2005)

FIG. 10. Three-dimensional space-time plot for the case named
oscillating stripes. The values of the control parameters are Vj
=0.23+0.01 mm/h and light intensity=15000+200 lux. Frontal
and rear pictures correspond to snapshots (3.5X3.5 mm) of the
same part of the pattern taken with a time interval of 9.5 h.

2. Oscillating stripes

The lighter gray zone in Fig. 5 corresponds with the first
instability of the adiabatic correspondence between forcing
and pattern. In this regime, the structure is not able to follow
the imposed moving forcing and it is characterized by a pe-
riodic oscillation of the amplitude of the stripes during their
displacement.

The main spatial and temporal behavior in an experiment
corresponding to this regime can be observed in Fig. 10. In
the top cover (space-time plot) oscillations in the velocity
and amplitude of the pattern are easily observed. The struc-
ture reduces its amplitude abruptly and periodically, in the
sense that the parallel stripes that form the pattern disappear
for a while. The rear spatial picture is taken during this short
period of time in which the parallel stripes are attenuated.

The black line follows the evolution of an arbitrarily se-
lected stripe. To check that the pattern is moving we can
compare the situation of this black line with the white one
that indicates the original position of the studied stripe. In
addition, dashed white line marks the position of the forcing
at any time. This oscillating stripe regime is characterized by
a velocity of the pattern substantially different to the velocity
of the forcing V}, as can be checked by comparison of the
black line (pattern) and the dashed one (forcing).

The modulation occurs, from a phenomenological point of
view, because the Turing pattern does not support this veloc-
ity for the used value of the light intensity. The underlying
pattern is not locked to a position relative to the bands of
light that form the forcing. The pattern jumps back periodi-
cally and this causes the modulation.

3. Oscillating hexagons

For increasing values of the forcing, the pattern undergoes
another instability. The darker gray region limits the zone in
the space diagram of Fig. 5 where this new behavior can be
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FIG. 11. Three-dimensional space-time plot for the case named
oscillating hexagons. The values of the control parameters are V¢
=0.33+0.01 mm/h and light intensity=15 000+200 lux. Frontal
and rear pictures correspond to snapshots (3.5X3.5mm?) of the
same part of the pattern taken with a time interval of 8.3 h. [The
apparent discontinuities in the temporal profile for the forcing (base
of the cube) are due to the discrete number of pictures taken during
the experiment, typically one every 20 min. The same problem is
observed in Figs. 12 and 20).

found. As in the previous case, the structure is not able to
follow the movement imposed by the forcing and responds
by rearranging its spatial configuration, breaking the natural
symmetry present in the experiment. The directions of the
wave vector of the pattern and the forcing were in coinci-
dence with the direction of motion, and there is no clear
evidence of the reason for this symmetry breaking phenom-
enon in the medium.

Figure 11 is a three-dimensional space-time plot of a ex-
periment corresponding with this regime. In the front picture,
a spotty pattern is observed, not parallel stripes like in the
previous cases. Now, the pattern is composed of arrays of
spots in almost hexagonal ordering that oscillate in time
among different spatial configurations. The structure changes
periodically from white spots (H, in Fig. 1) to black spots
(H, in Fig. 1), and even for a short period of time, a pattern
configuration composed of these two hexagonal lattices co-
existing at the same time is observed. The holes of one lattice
are occupied by the other lattice in such way that both lat-
tices seem to appear interlaced [27].

Concerning the translational behavior, the interlaced lat-
tice moves in the direction of the forcing, but with different
velocity. This is observed in the space-time plot in Fig. 11
(upper cover) comparing the velocity of the forcing V
(dashed white line) and the velocity of the pattern (black
line).

Recent theoretical studies using an amplitude equation
formalism [27] confirm all these results and demonstrate that
this behavior is predicted to appear for general pattern for-
mation systems under this kind of simple spatiotemporal
forcing.
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Vi X

FIG. 12. Three-dimensional space-time plot for the case named
waving stripes. The values of the control parameters are Vj
=0.41+0.01 mm/h and light intensity 15 000£200 lux. Frontal and
rear pictures correspond to snapshots (3.5 X 3.5 mm?) of the same
part of the pattern taken with a time interval of 6.2 h.

4. Waving stripes

If the velocity is increased further, a new behavior is
found. In this regime (right side of the phase diagram in Fig.
5), the pattern remains almost stationary as before, but there
is no symmetry breaking phenomenon. Stripes appear in the
system, which is the stable configuration for these chemical
concentration values. On the other hand, its temporal
dynamic is rather complicated and deserves a detailed
explanation.

In Fig. 12 the waving stripe configuration is summarized.
Frontal and rear walls of the three-dimensional space-time
plot now show a spatial configuration composed of stripes,
but contrary to the previous cases, they are not in a parallel
ordering. The stripes do not follow the forcing, due to the
large velocity; nor does it present spatial symmetry breaking.
Nevertheless, some sort of compression waves appear that
are responsible for the dynamics governing the system.
Stripes are periodically compressed, and they appear to be
very robust. Even sometimes they touch each other without
breaking. This surprising behavior contrasts strongly with the
performance of common steady Turing structures, due to
their mentioned robustness.

As the temporal evolution of the structure is considered,
these compressing waves appear erratic, suggesting some
kind of chaotic behavior. Nevertheless, detailed analysis of
the space-time plot (top cover of Fig. 12) shows that the
pattern is compressed periodically. We can conclude that
these compression waves are apparently disordered in space,
but they appear in the system with a well-marked character-
istic frequency. This periodic behavior seems to be related to
the velocity of the forcing V; in some way, but this relation-
ship will be extensively studied in the following.

Finally, we have to remark on the difference between the
displacement of the pattern (black solid line on the top cover
of Fig. 12) and the forcing (white dashed line). Also note that
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FIG. 13. Experimental temporal analysis of the active Fourier
modes for the four main different spatial arrangements: (a) en-
trained stripes, (b) oscillating stripes, (c) oscillating hexagons, and
(d) waving stripes. Figures were constructed as follows: for each
case and for each picture of the temporal sequence of pictures con-
stituting the experiment, a complex 2D Fourier spectrum was cal-
culated. The modulus of this complex 2D Fourier spectrum can be
plotted and active modes in the system can be easily observed. As
the wavelength in the system is constant, the only relevant informa-
tion is the number of peaks and their relative orientation. Thus, we
recorded the angle at which the peak occurs in the Fourier space
and its intensity. This yields to one line of the plots here presented.
The repetition of this process for all the frames of the experiment
yields to the time-Fourier active modes plots in this figure. In this
way, the temporal evolution of the structure is easily followed.

the position of a marked stripe almost remains stationary
with time. It is possible to check it by comparing its position
with time (black solid line) with its initial position (white
solid line); this difference decreases for larger values of the
forcing velocity V.

5. Fourier analysis

In order to point out the qualitatively different behaviors
here described, the analysis presented in Fig. 13 was done in
the two-dimensional (2D) Fourier space. Given an experi-
mental snapshot, a 2D Fourier spectrum was calculated in
order to measure the active modes in the structure. We record
the angles for the different active modes () at any time, and
we plot the evolution in a time-Fourier mode plot.

With this type of figure, we can analyze the spatial behav-
ior independently of the global motion of the pattern (already
described by Figs. 6 and 7). We performed this analysis for
the four characteristic behaviors described in this section.
Figure 13(a) is such a graph for the entrained stripe case.
Note that only one mode (and its symmetric) is active, so
only parallel stripes are in the system. Figure 13(b) was cal-
culated for a behavior like in the oscillating stripe case.
Again only one mode is active, but it “blinks” with time; the
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FIG. 14. Phase diagram made separating regions that present
qualitatively different dynamical responses to the imposed forcing.
Each mark corresponds to a different behavior in the observed pat-

terns (boundaries were not precisely calculated, so lines in the fig-
ure are just guides for the eyes).

mode is periodically suppressed. This corresponds to the pe-
riodic attenuation of the pattern amplitude.

The oscillating hexagons are analyzed in Fig. 13(c). Here,
the mode in the direction of the forcing is still present as well
as two more attenuated and diffuse modes, thus effectively
corresponding to a hexagonal configuration. The temporal
evolution of the three modes shows that they periodically
oscillate around some central position, corresponding to the
periodic transition from H,, hexagons to H, hexagons.

Finally, Fig. 13(d) shows the temporal evolution of the
active modes for the waving stripe case. Although the mode
at /2 is still active (vestiges of the original vertical arrange-
ment of the stripes) all other possible modes are active as
well, the structure is not correlated with the forcing at all and
folds arbitrarily with time. This temporal Fourier analysis
allows us to differentiate clearly the four different regimes
presented in this section.

B. Detailed analysis

A more detailed description of the different configurations
observed allows us to present a more complete phase dia-
gram. This is shown in Fig. 14. Here, new dashed lines split
the previous regions into a more precise portrait.

The structures presented in this subsection are not fully
understood in the frame of reference of amplitude equations
and have not been observed so far with numerical simula-
tions of the Lengyel-Epstein model. Thus, they still consti-
tute an open problem. In general, these new structures appear
as a second-order instability overimposed onto the previ-
ously described (in the precedent subsection) instabilities.

Let us proceed to describe each one of the new regimes
that appear in the detailed phase diagram shown in Fig. 14.

1. Attenuated stripes

Inside the region of the so called entrained stripes, a dif-
ferentiated region for large values of the light intensity is
clearly observed. The pattern appearing in this region (top of
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FIG. 15. Snapshots for the case called attenuated stripes corre-
sponding to the values V;=0.35+0.01 mm/h and light intensity
=24 000200 lux. Size of the pictures: 6 X 6 mm?.

phase diagram in Fig. 14) maintains the main features of the
purely entrained stripes; i.e., it is composed of parallel
stripes moving continuously and coherently with the forcing.
Nevertheless, before the system may exhibit this structure it
must undergo a completely different process that is deter-
mined by the strong illumination in the system.

For this region, there is a strong competition between the
strength of the forcing that tends to move the pattern and the
velocity of the pattern (which it is relatively large) that tends
to leave behind the pattern. As a result of this competition,
the structure in the system responds, reducing drastically its
amplitude, thus minimizing the energy the system has to pro-
vide to keep moving.

This is a different mechanism to the one producing the
oscillating stripe mechanism where the pattern jumps back,
producing the oscillation. Here, due to the strength of the
forcing, this jump is not possible, and the structure prefers to
reduce its amplitude to keep on moving with the forcing.

This is presented in Fig. 15, where we plot several snap-
shots of the same experiments for different times. Figure
15(a) corresponds to the initial situation, just after the paral-
lel stripes were imposed and before the movement starts. In
the next picture [Fig. 15(b)], taken 70 min after the first one,
the entrained stripe solution is unstable, and the stripes try to
break into spots (some already start to appear). Suddenly, the
pattern reorganizes reducing its amplitude [Fig. 15(c),
100 min after the picture in Fig. 15(a) was taken] and this
configuration remains stable.

The change in the amplitude of the pattern can be easily
observed in Fig. 16, where a space-time plot of the previous
experiment is presented. Figure 16(a) shows the temporal
evolution of the pattern while Fig. 16(b) shows the evolution
of the forcing. In this particular case, the attenuation of the
amplitude of the stripes occurs 6.1 h after the experiment
started. The velocity for both panels (slope of the stripes in
each one) is equal and constant for the whole experiment;
thus, the observed change in the amplitude is not due to a

N

1.8
Space (mm)

1.8
Space (mm)

FIG. 16. Space-time plot of the pattern (a) and forcing (b) cor-
responding to the case of entrained stripes. Experimental values are
Vy=0.31£0.01 mm/h and light intensity=21 000+200 lux.
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0

FIG. 17. Experimental temporal analysis of the active Fourier
modes for the attenuated stripe case.

change in the experimental conditions. In addition, compar-
ing Figs. 16(a) and 16(b), we can classify this attenuated
stripe case as a singular behavior inside the large domain of
entrained stripes.

A similar analysis to the one presented in Fig. 13 is shown
in Fig. 17 for the attenuated stripe case. Note that only the
mode at 7/2 is active (corresponding to a vertical arrange-
ment for the stripes), but as time evolves, the intensity of the
mode is abruptly decreased at the transition reported above.

2. Oscillating stripes

As seen in the phase diagram in Fig. 14, the oscillating
stripe region has been reduced, and two additional smaller
regions can be observed if we take in consideration the
mechanism that produced this final configuration. The upper
part coincides with the purely oscillating stripe (A) behavior,
explained before. In the lower part of this lighter gray zone,
also, the final output is a pattern of stripes periodically
modulated in amplitude, but the underlying mechanism is
slightly different.

For this latest case, with low values of the amplitude of
the forcing, the velocity imposed is again not supported by
the Turing structure. Now, instead of the jump of the struc-
ture, there is a different mechanism which allows the pattern
to move with the forcing. This new behavior is observed in
Fig. 18.

Once the experiment is started, among the parallel stripes,
some kind of defects appeared, which we will call disloca-
tions in the following, that travel backwards from one stripe
to the adjacent with rapid velocity. The stripe breaks its well
ordered configuration, but only a small piece of the pattern
(the dislocation) jumps back (for the case of purely oscillat-
ing stripes, the whole pattern jumps at a time). Figure 18(b)
is composed of different pictures for the same part of the
pattern [marked with a white rectangle in Fig. 18(a)] taken at
different times with an interval of 10 min. Thus, the com-
plete process described before is observed. One dislocation
appears and separates from the initial stripe. After 60 min,
the dislocation is absorbed by the next stripe.

The pattern responds to the forcing for these selected val-
ues in this unexpected way. The most surprising fact here is
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FIG. 18. Snapshots of the experiment corresponding to the val-
ues V;=0.18+0.01 mm/h and light intensity=65 00+200 lux. (a) is
a picture of 4.5 X 4.5 mm? and (b) are a sequence in time taking the
white rectangle in (a) of photos with 10 min between them. The
process of formation of one dislocation traveling between neighbor-
ing stripes can be observed.

Swi

that these dislocations appear in time periodically, as can be
observed in Fig. 19, which is a space-time plot of the pattern
and forcing for the previous experiment. This way, the
mechanism of displacement due to dislocations derives in a
periodic modulation in the movement of the stripes. The ap-
pearance of the space-time plot is clearly similar to the top of
Fig. 10, and this reason leads us to include this behavior into
the region of oscillating stripes.

Another important fact is that the number of dislocations
in the pattern increases with the velocity of the forcing,
which demonstrates that the underlying mechanism of for-
mation of the dislocations is related the the movement of the
pattern.

3. Entrained hexagons

This case is strongly connected with the previous one. As
the velocity is sufficiently increased (M), the number of dis-
locations in the medium saturates, because the structure has
to maintain a configuration with a wavelength inside the re-
gion of stable values. Under these circumstances, the struc-
ture has to rearrange, forming a lattice of black spots, which
results in a hexagonal configuration that moves in the direc-
tion of the forcing.

Again, the symmetry of the system is broken, but the
mechanism here is completely different. In Fig. 20 we show
a three-dimensional space-time plot for one of these experi-
ments. On the top of the figure, the space-time plot shows

8 (ﬂ 8

Time (h)
Time (h)
IS

1.1 1.1 2.2
Space (mm) Space (mm)

FIG. 19. Space-time plot of the experiment corresponding to the
values V;=0.18+0.01 mm/h and light intensity=6500+200 lux. (a)

corresponds to the pattern and (b) refers to the forcing.
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FIG. 20. Three-dimensional space-time plot for the case named
entrained hexagons. The values of the control parameters are Vj
=0.21+0.01 mm/h and light intensity=6500+200 lux. Frontal and
rear pictures correspond to snapshots (2.5 X 2.5 mm?) of the same
part of the pattern taken with a time interval of 11.3 h.

Vi

again the temporal evolution of the pattern. Now, the oscil-
lation of the patterns has a very small amplitude (almost
imperceptible), and the pattern and forcing move with the
same velocity. This reason leads us to call this pattern as
entrained hexagons.

Concerning the spatial configuration, it has to be re-
marked that the spatial coherence of the pattern is reduced
for this case, as can be observed in the frontal and rear pic-
tures of Fig. 20. The frontal snapshot is taken a short time
after the symmetry was broken. It shows that, in the begin-
ning, the pattern is composed by black spots in squared or-
dering, but the time evolution leads to a more stable configu-
ration of black hexagons (known as the H configuration).

Far from being an exotic and unexplained mechanism,
this structure was also obtained in numerical simulations and
theoretically predicted via amplitude equations [26].

4. Vibrating hexagons

This region (the dark gray area in the phase diagram in
Fig. 14) is split into two areas under the light of this new
inspection. The upper part, for larger values of the light in-
tensity, is the common case already described in the previous
subsection. The lower part, corresponding to smaller values
of the light intensity, exhibits a different dynamic. Again the
symmetry of the pattern is broken and the pattern exhibits
spots arranged in a hexagonal configuration. The three dif-
ferent lattices described for the general case are also present
in this particular case. But now, the coherence length is ex-
tremely large (typically 20 lattice units) even larger than the
coherence length for the case of spontaneous Turing struc-
ture [compare with Fig. 1(a)]. We observed lattices of hexa-
gons changing in time from white [H, in Fig. 21(a)] to black
[H, in Fig. 21(c)]. At some specific times, a configuration
composed of the two common lattices interlaced forming an
unknown lattice of black and white spots is observed to co-
exist [see Fig. 21(b)].
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FIG. 21. Snapshots of the experiment corresponding to the val-
ues V;=0.27+£0.01 mm/h and light intensity=6500+200 lux. Pic-
tures are selected to show the different spatial arrangements for this
experiment: (a) Hy, (b) coexistence, and (c) H,. Size of each pic-

ture: 8 X 8 mm?.

The main difference between both regions inside the dark
gray domain in Fig. 14, is that now the pattern does not
change periodically between the different three lattices of
spots. Now the switch between spatial configurations is pro-
duced in a unpredictable way and due to a not-well-
understood mechanism. Again, the low value of the ampli-
tude of the forcing puts into manifest the inherent
nonlinearities of the system, and the amplitude equation fails
in the attempt to give an explanation of this behavior.

Concerning the temporal behavior, two space-time plots
for the experimental pattern and the forcing corresponding to
values inside the region under study are showed in Fig. 19.
The pattern does not move with the velocity of the forcing
and remains almost stationary in a fixed position. A more
detailed inspection reveals that the lattice vibrates but keep-
ing fixed its average position. The period of this oscillation is
well determined and related to the velocity of the forcing. In
a strict sense, this oscillation is a periodic vibration or trem-
bling due to the influence of the forcing passing over the
pattern.

5. Steady stripes

The last type of patterns presented in this phase diagram
in Fig. 14 corresponds to the limiting case; i.e., extremely
large values of the forcing velocity are considered and the
pattern does not move as it just feels the average value of the
light. The transition to reach this stage goes gradually from
the waving stripes (described in the previous subsection)
whose amplitude of oscillation decreases with increasing
light velocity until the pattern remains stationary.

C. Nonresonant case

The case where the wavelength of the imposed forcing is
not in coincidence with the intrinsic wavelength of the Tur-
ing instability A7 \; deserves special mention. This kind of
nonresonant forcing was extensively studied in the static
case [15,17], yielding to successful experimental and theo-
retical results. In our case, a kind of “solitonlike” solution
arises in the system and travels with constant velocity. In the
field of spatiotemporal forcing, the one-dimensional case
was recently explored [26]. In this case, the so called “soli-
tons” were also observed although a more detailed study is
necessary to explore the complete zoology and possibilities
for this kind of nonresonant traveling forcing [34].

The two-dimensional development of this kind of forcing
reveals another way of completely different pattern dynam-
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FIG. 22. Three-dimensional space-time plot for the case with
mismatch between Ay and \;. The values of the control parameters
are V;=0.18+0.01 mm/h and light intensity=6500+200 lux. The
ratio between imposed and intrinsic wavelength was N¢/\;=1.1.
Frontal and rear pictures correspond to snapshots (2.5X 2.5 mm?)
of the same part of the pattern taken with a time interval of 14.3 h.

ics. Here we will explore experimentally the generalization
to two dimensions, only for one value of the light intensity
and the velocity of the forcing. In fact, the nonresonant case
is supposed to exhibit at least as interesting phenomena as
the simple resonant situation (these results will be presented
elsewhere).

The way to proceed with experiments is similar to the
previous case, but here, we introduce a little mismatch be-
tween the values of the measured Turing wavelength and the
imposed one. This required mismatch is introduced in the
slide that is projected onto the pattern. After that, we proceed
to move the forcing and to record the evolution of the struc-
ture. The values selected here for the experiment were the
following:  V;=0.18+0.01 mm/h and light intensity
=6500+200 lux. The ratio between imposed and intrinsic
wavelength was N/\;1.1.

Figure 22 corresponds to these experimental values. The
effect of the forced movement here is translated into modu-
lations of the amplitude of the stripes. In the frontal picture
the main spatial features of this modulations are observed.
There appears a continuous dislocation in the pattern of
stripes. The distance between neighboring dislocations is not
fixed, and the number of them presented in the system is
dependent on the characteristics of the imposed forcing (i.e.,
the strength, the velocity, and the mismatch). This continu-
ous modulation of the pattern is the two-dimensional gener-
alization of the solitonlike solutions founded in a one-
dimensional medium [26].

An inspection of the top cover, which corresponds to the
spatiotemporal plot of the system, reveals the dynamical na-
ture of these solitons. It can be observed that the modulation
travels in the opposite direction of the forcing. Comparing
the white solid line (refereed to the soliton) and the white
dashed line (forcing) this fact is easily proved. Another fact
is that the velocity of the solitons is constant, but the depen-
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dence of the velocity of displacement of these solitons with
the control parameters has not been checked yet. The partial
spatial disorder contrasts with the temporal behavior of these
structures. Solitons appear periodically and, this way, the
modulation in the amplitude of the pattern is again tempo-
rarily repeated.

Concerning the pattern of stripes, important information
can be extracted from the inspection of the space-time plot
(top cover) and the comparison with the space-time plot of
the forcing (bottom). It is evident that the pattern does not
follows the imposed forcing, but rather each stripe remains
fixed in space. This fact puts into manifest the role that the
solitons plays in the behavior of the pattern for this nonreso-
nant forcing. The displacement of the forcing of light is
translated in a movement in the opposite direction of a peri-
odic and localized modulation in the pattern, while the pat-
tern itself remains stationary.

IV. CONCLUSION

Summing up all together, we have presented an exhaus-
tive view of the extremely rich variety of patterns that the
simplest spatiotemporal forcing induces in the CDIMA reac-
tion. Different temporal behaviors, spatial symmetry breaks,
ordering, and disordering are the different responses of the
system forced spatiotemporally. The only conducting line
that actually links and relates all different configurations is
the fact that all of them exhibit some temporal frequency that
exactly coincides with the externally imposed frequency. In a
sense, this looks reasonable as the CDIMA reaction (and the
Turing instability) does not exhibit any temporal behavior, so
the system is forced with some frequency it has to express it
somehow. The spatial arrangement, thus, is just the less
energy-consuming configuration that the system chooses so
it can stay as stationary as possible but still exhibiting the
imposed frequency.

On the other hand, the spatial arrangements of the differ-
ent behaviors were analyzed by means of Fourier analysis
and the temporal evolution of the active modes. This descrip-
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tion provided a clear tool to differentiate among distinct
structures.

By means of this forcing we were able to report spatial
configurations never reported before in reaction-diffusion
systems and to describe their basic properties. Some results
presented for the spatially nonresonant forcing were also pre-
sented. Although a detailed analysis is postponed for a future
contribution, the richness of the results here reported opens a
line of research that presumably will yield new unexpected
results.

The underlying mechanism was also described in terms of
amplitude equations [26,27] and numerical simulations with
the Lengyel-Epstein model for the CDIMA reaction. The
agreement among all is a consequence of the robustness of
the mechanism and its universality (as amplitude equations
are used to study problems of pattern formation in chemical,
hydrodynamic, and optical systems).

The new field of spatiotemporal forcing of patterns opens
a wide set of possibilities for the study of pattern formation.
It is shown that the obtained structures and the dynamical
behavior do not reflect in any simple way the simple charac-
teristic of the forcing (spatial resonance and constant veloc-
ity). This provides a manifest of the complexity inherent to
the nonlinear systems. Due to the fact that natural systems
are clearly nonlinear and that usually they are immersed in a
medium that changes in space and time, these experiments
are a key argument in favor of the utility of chemical models
in the comprehension of the complicated behavior of living
systems.
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