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Collisional absorption of dense plasmas in strong laser fields: Quantum statistical results
and simulation
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Collisional absorption of dense fully ionized plasmas in strong laser fields is investigated using quantum
statistical methods as well as molecular dynamics simulations. For high-frequency fields, quantum statistical
expressions for the electrical current density and the electron-ion collision frequency are presented. Strong
correlations are taken into account and their influence on the absorption rate is discussed. The expressions are
valid for arbitrary field strength assuming the nonrelativistic case. In addition, molecular dynamics simulations
were performed to calculate the heating of dense plasmas in laser fields. Comparisons with the analytic results
for different plasma parameters are given. There are considered the cases of isothermal plasmas as well as
two-temperature plasmas. Furthermore, results for the velocity distribution function under the influence of
intense laser fields are presented which show a different behavior in comparison to weak fields.
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I. INTRODUCTION absorption rate were given [16,17 and in[18].

An important question in almost all experiments with in- Simulations of inverse bre_msstrahlung absorption were
teraction of intense laser pulses with matter is the calculatioRerformed by Pfalzner and Gibb¢h9] who used tree code
of the energy deposition and the description of the heatingnolecular dynamics enforcing a single temperature for elec-
connected with that. If a solid target is irradiated by such arirons and ions. Collisional electron heating using molecular
intense laser pulse, dense plasmas can be created. One of ghgamics was considered also in REZ0]. Calculations of
important mechanisms of energy deposition is inverséieating rates in a classical test particle approach were per-
bremsstrahlung, i.e., laser light absorption via collisionalformed in[21].
processes between the plasma particles usually described in The purpose of the present paper is twofold. First, within
terms of the electron-ion collision frequency. the analytical approach developed recently, we will give re-

In several papers, various approaches were used to calcgults for the important case of a two-temperature plasma. We
late the electron-ion collision frequency and the dynamiowill discuss especially the influence of strong coupling ef-
conductivity, respectively, for classical plasmas under differfects on collisional absorption. Second, we have performed
ent conditiong 1-6]. molecular dynamics simulations without the restriction to a

Quantum mechanical treatments were given by severalingle temperature. Comparison of the simulation data with
authors, e.g.[7-10. Rigorous quantum kinetic approaches, e analytical results is given.

however, to the inverse bremsstrahlung absorption in dense

plasmas were missing until recently. Krerep al. [11] de-

rived a quantum kinetic equation for dense plasmas in strong ||. cCOLLISIONAL ABSORPTION FOR STRONGLY

laser fields using nonequilibrium Green’s function tech- CORRELATED PLASMAS

nigues. In this approach, the different interaction processes

can be taken into account by appropriate approximations of We want to give here a short summary of the theory we
the generalized field-dependent scattering rates includindeveloped elsewhefé4,16,17. As we are interested here in
nonlinear field effects such as multiphoton processes anthe collisional absorption by the dense plasma, it is obvious
higher-harmonic generation. Time-dependent phenoment start from the balance equation for the energy and the
were studied by numerical solution of this equat[d?,13  electrical current resulting from a generalized non-

in the statically screened Born approximation. Markovian kinetic equation. The energy balance reads
Quantum expressions for the collision term and the

electron-ion collision frequency including dynamic screening AN P K

were given in14]. A quantum theory based on the dielectric —j > f a3 &) an(Ky). (1)

approximation15] leads to similar results. dt (27h)° 2m,

Generalizations in order to study effects of strong
electron-electron and ion-ion correlations on the collisionalit was shown that the right-hand sid@HS) of Eq. (1) with
a non-Markovian collision integral gives just the contribution
of the mean value of the potential enerfi4]. Thus the
*Electronic address: thomas.bornath@uni-rostock.de energy balancé€l) is given by
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dwkin - gwpot . field, w can be neglected in comparison with. In this case,
where the RHS is in turn the energy loss of the electromag-
ee
0-Re| a3 S 2ty
propriate to start from the general balance equation for the
eq
_] a(t) na_E(t) b;&a (2%)3 ab(q)l-ab(q tt) XniSii(q) (6)

dt + dt =] -E, ) the first term in the brackets in E@5) vanishes because
fdwﬁ (q w)=0, and for the current it follows that
netic field due to Poynting’s theorem. (t) -
For the calculation of the collisional absorption, it is ap- Je
current density in the foIIowing form: X (- i)m+zeimthn( q,;;/O)Jn-m( Qﬁ':o)ﬁse(q;_ nw)
(3)  Where screening by the ions is accounted for by the static
structure factoiS;(q) defined by

where il (t,t")=(3py(t’)Spa(t)) denotes the correlation
function of the density fluctuations which can be determmed‘S

1 — ,
= — . = . 3 " — —(i/h)q-r
within nonequilibrium Green’s functions methods from the (@) n; fdw Si@)=1+n f drlgi(r) - 1e ’
following general equations of motion: 7)

Lap=ap+ 2 MacVealan (4)  whereg;(r) is the pair correlation function.

cd The Fourier coefficients of the current can be identified
with II,, being the so-called polarization function. For the easily from Eq(6). Only the odd harmonics are allowed due
case of no external field one would get in lowest approximato the symmetry of the interaction; dfl4].
tion the random phase approximati@RPA). An important quantity is the cycle averaged dissipation of

In a plasma in a strong laser field, the coupling betweerenergy(j -E),

species with different charges can be considered to be weak,
whereas the coupling between particles with equal charges is (-E)=n, f

3
A Vi(@)S;i(a)

not affected by the strong laser field. Therefore an approxi- (27h)3

mation in lowest order of/; seems to be appropriate and the o

polarization functiondl,, can be adopted to be diagonal, xS ne Jz(q 'V°>|m 623(q: - Nw) )
I1,,=05,I1,. The subsystems, however, may be strongly ftl "\ fw ’ ’

coupled.

The dependence on the electric field can be made explch'th the imaginary part of the dielectric function of the elec-
[16,17. It has an exponential form and causes thus nonlinealfon subsystem
effects like multiphoton absorption and the occurrence of Im n Im £ -n
higher harmonics in the current. For a harmonic electric Eee(1:= ) = Ved ) eddi = nw).
field, E=Eqocoswt, the exponential prefactor can be ex-  Often there is also the electron-ion collision frequemgy
panded into a Fourier series. The current balance is givediscussed which is defined for the high-frequency case by

then by (w, is the plasma frequengy
d. e dq 2meq w?(j -E)
—jet) —ng—E(t) =R — 9
goel TneEQ=Re [ o s (9)
> w14 (9 Vo Equation(8) is a generalization of the theory developed in
XV '(q)z E (=D™3 ( Ao ) [14]. ApproximatingS;(q) =1 and usingCEein the RPA, one

gets the results of Sec. IV in that former paper. Now there is

Vo imet d_ included the static stucture factor of the ion component. Fur-

*n ”‘( Lo )e . [SeE(q o= ne)L{(g;) ther, the functionCY, is the exact density response function
N B of the electron subsystem, i.e., the electron-electron interac-

+ Lodd; 0 —Nw)S;(q; 0)], (5  tion can be included on a very high level. Appropriate ap-
roximations can be expressed via local field corrections

with the one-component structure factors and response fun LFCs) (see, €.9.[22,23)

tions S,, and £, respectively{16,17]. We will assume in

the rest of this section that the subsystems are in local ther- " xA(q, )

modynamic equilibrium with temperaturd@s andT;, respec- Ledd,w) = 1-Vi)G(@x%.0) (10)
tively. J, is the Bessel function oflth order and v, edWC(Qxe(0, @

=(es/ M) Ep/ w. with Xg being the usual free-electron Lindhard polarizability

In the above equation electron and ion functions contrib-depending on the local equilibrium electron distribution
ute equally to the screening. The ion dynamic structure factofunction.
S;; and the response functiofy;, however, are localized in With Egs. (8) and(9), we are able to describe the colli-
the low-frequency region, i.e., for a high-frequency electricsional absorption for the case of a two-temperature plasma.
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FIG. 1. Ratio of collision frequencies with the structure factor in
HNC approximation to values witls; =1 as a function of the ion

T, (K)

i
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FIG. 2. Time evolution of the particle energies of a hydrogen
plasma at the beginning of the simulation. The parameters are

temperatureT,. There are shown curves for different electron tem- field strengthEq=2.85x 10° Viem corresponding to an intensity
peraturesT,; as a guide for the eye, the circles mark the case of al =10 W/cn?; electron densityn,=10°2 cm™3; laser frequency
isothermal plasma wherg,=T;. ol wp=3.

As we will see later, also molecular dynami®4D) simula- ll. MOLECULAR DYNAMICS SIMULATIONS

tions qonfirm that mainly the electrons are heated by the |, an alternative approach we calculated the energy ab-
laser field whereas the temperature of the ions stays almoghption with molecular dynamics simulations. The main dif-
constant. The influence of the ion component with temperajc ity in order to simulate a fully ionized plasma is to model
tureT; is accounted for in Eq8) by the static ionic structure e atiractive electron-ion interaction: the pure Coulomb po-
factor. There we adopted an already fully ionized plasmaenia| has a singularity at the origin which causes a non-
under the influence of a laser. Results are shown in Fig. 1 f%hysical behavior of the system. To avoid this divergence

an ion structure factor in the hypernetted cheifNC) ap- 414 to include quantum effects, we used the Kelbg potential
proximation. The calculations show a considerable mfluenc?zﬂ which is given by

of structure factor effects on collisional absorption especially
for the caseTl; <T, Only for comparatively small electron _ 99 22y e T — )
temperatures is there an enhancement of the collision fre- ;= 47T€of{1 EXH=TING) + VN1 = erfr/ I
quency at all. For high electron temperatures and T, the (12)
inclusion of the ion structure factor can reduce the collision
frequency by about 25%. This potential has a finite value at the origin, and it is tem-
As was pointed out by Langddi24], for strong fields the perature dependent via the thermal wavelength

electron-electron collisions may not be efficient enough tOZﬁ/\fZMijkBT, wherew;; =mm;/(m;+m;) denotes the reduced
establish a Maxwellian distribution. This behavior can bemass of two particles of speciesndj.
described by a so-called super-Maxwellian distribufi2B] The external electric field was implemented as a homoge-

m neous linearly polarized harmonic field. The temperature of

fo(v) = Cmexp{— (i> ] the speciesa was defined as
Um

m

3 (V2 = (v)?
" 4nl 3y

(11

with EkBTa = Etherm= My 2 (13
where the angular brackets denote an averaging over all par-
ticles of speciesa. This definition takes into account the
undirected motion only. The MD calculations were per-
formed using periodic boundary conditions with Ewald sum-
mation[28]. The number of particles was between 2000 and
5000. Figure 2 shows the scenario of the simulation. Kinetic
and potential energies of electrons and ions as well as the
total energy are given as functions of time. At the start of the
simulation, the electrons and ions have the same mean ki-
netic energy. The first stage of the simulation, up to 0.5 fs, is
the so-called establishment of correlatighg] which shows

up in a decrease of the potential energy. Because of energy
conservation there is a fast increase of the kinetic energy of
the electrons. Due to the mass ratio of electrons and ions, the

m

m(a) =2+ 3(1 +1.666°%7%), a=Zvyvg,

Utzh = l/3f d®v v%(v),

2o 3F(3/m)U2 |
M r(m) "

Below we will present also results of calculatioi&6] with
such a distribution function instead of a Maxwellian.
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FIG. 3. Time dependence of the thermal energy of the electrons . . .
in a hydrogen plasma under the influence of a strong laser field. qu 4. Electron-ion collision frequencillgas a function of the
Laser frequency and intensity arew/wp,=3 and 1=4.3 coupllng_ paramete_rl“=(Ze2_/kB_TQ[(47r/3)n] fqr a hydrogen
% 1016 W/cr?. plasma in a laser field. Solid line, quantum statistical approach for
an isothermal plasm@;=T,). Dotted line, same approach but for a

o ) . two-temperature plasm@;=1000 K). The filled and open squares
system cannot relax to an equilibrium state in the followinggenote the corresponding simulation data.

femtosecond, and a two-temperature plasma is produced.
To start with a defined equilibrium state, the system isthat, for a constant field strength, the energy input decreases
thermalized for about 1 f$,between 1.25 and 2.25 fs. This is in the region of high temperatures.
done by rescaling the velocities of the particles to get the For comparison, results from the quantum kinetic ap-
desired value of the mean kinetic energy. The rescaling comroach are showridashed ling The agreement with the
responds to a coupling to an external heat bath. Of course, ipuantum kinetic approach which was obtained by time inte-
this stage the total energy is not constant. In the next periodgyration of Eq.(14) is very good for the parameters used in
t between 2.25 and 3.5 fs, the heat bath is switched off anthis example. There exist, however, also parameter ranges
again the total energy is conserved. Aside from small flucwith larger deviationgcf. Fig. 4).
tuations, kinetic as well as potential energies are constant In Fig. 4, the collision frequency normalized to the
then. Now a defined stable state is reached. plasma frequency is plotted as a function of the coupling
At t=3.5 fs the laser is switched on. The kinetic energy ofparameted’. The solid and dotted lines are results obtained
the electrons oscillates with double the laser frequency beffom Eqgs.(8) and(9). The solid line denotes the isothermal
cause the electrons move nearly collectively in a directed¢ase withT;=T,, whereas the dotted line is the result for a
motion driven by the external field. Due to the collisions two-temperature plasma with an ion temperature of 1000 K.
with the ions, a fraction of the gained directed kinetic energy The open squares are the corresponding simulation data
dissipates in random directions and the electrons are heatédr the two-temperature plasma. In addition, simulations
(increasing of thermal energyThe transfer of energy to ions were performed in which the temperature of the ions was
is quite small, thus their temperature remains nearly constarfiorced to be the same as that of the electr@ified squares
and again a two-temperature plasma is formed. The simulation data as well as the analytic calculation show
The further development of the system is shown in Fig. 3an increase of the collision frequency with increasing cou-
where the thermal energy of the electrons is plotted. The rawling. The agreement between the simulation and the quan-
data(solid) show a steady increase of the temperature. Théum statistical results is good in the region of weak and mod-
change of thermal energy is associated with the electron-ioarate coupling(about I'=0.3. For small field strengths

collision frequency for the high-frequency case via (aboutvy/vy,<0.2), the slope of the analytic curves is deter-
mined by the temperature only, whereas for higher field
@? 2 dEpenm strengths, there is also a dependence on the oscillatory ve-
Veilw) = —S—=— (14 locity vo. The lowering of the collision frequency for a two-

2 2
wp €0Fp dt temperature plasma with cold ions is very well confirmed by

the MD simulations. Physically, this lowering is caused by
Thus the determination of heating rates and collision frescreening due to the ions.

quencies, respectively, from the simulation data requires the |n the region of higher couplind; > 0.3, the deviations
time derivative of the thermal energy. The raw data, howetween the simulation and the analytic calculations are
ever, are very noisy, and that makes a direct numerical dergrowing. Both approaches have their limitations in this re-
vation impossible. Instead, a fit of the forfne=A(t  gion. One has to keep in mind that, on one hand, the analytic
-C)® was used to get a smooth function for the thermalapproach adopts weak coupling with respect to the electron-
energy (dotted line in Fig. 3 Keeping in mind Eyem  ion interaction. On the other hand, molecular dynamics
=3/2kgT,, ONe can extract now the collision frequency as asimulations are valid for arbitrary coupling only in the clas-
function of the electron temperature. One can see in Fig. 8ical case. Quantum effects are accounted for here only ap-
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. ¢ . f the | ; FIG. 7. Velocity distribution function of the electroris; the
FIG. 5. Energy absorption _rate as a L!I’IC'[IOI‘I 0 _t e laser e q direction under the influence of an intense laser field. The
quency for a hydrogen plasma in the laser field. The lines denote th?olid line denotes the simulation data for a field strengthEof
analytic result for an isotherma(solid, T;=T,) and a two-

=5.7 GV/cm. For comparison the Maxwell distributicaashedlis
temperature(dashed, T;=1000 K) plasma. The filled and open P @bashed

h . . plotted.
squares denote the corresponding simulation d&t0.15, T,

=33 eV,vp/vp=0.2,ne=10P2 cn3). _ _ .
o7 ¢ ) For rather high frequencies, the agreement between the simu-

proximately: the effective quantum potential used in the moJations and the analytic results is quite good. In the low-
lecular dynamics has been derived by Kelbg for weaklyfrequency regime the deviations are bigger. This, of course,
coupled plasmas onlj27]. is due to the limitation of our analytic approach to high fre-
A further quantity influencing the plasma heating is thequencies whereas the MD simulations have no restriction
laser frequency. Figure 5 shows the energy absorption rate ¢¢garding the frequency.
a hydrogen plasma for different laser frequencies. There are So far, results were presented for rather small field
given the results of the analytic approach for isothermastrength. The analytic model has—in addition to the restric-
(solid line) and a two-temperature plasn@ashed ling re-  tion to the nonrelativistic case—no limitation on the strength
spectively. The filled and open squares are the correspondir@f the field. Thus we can compare the analytic theory with
simulation data. The heating rate depends strongly on theimulations even for the strong field regime. Figure 6 shows
frequency. With increasing frequency the rate decreases vete heating of the electrons as a function of the applied field
fast. This behavior of the analytic result is found also in thestrength. The circles denote the simulation data of the corre-
simulation. The corresponding curve for the collision fre-sponding two-temperature plasma where the ion temperature
quency v,; has some more structurésee Fig. 8 in[14]),  was 1000 K. The solid lines denote results from the analytic
especially for frequencies below,; the collision frequency approach for a two-temperature plasma. The velocity distri-
is almost constant and drops afterward. bution of the electrons does not remain Maxwellian under
Again, the simulations confirm the lowering of the ab- the influence of a laser fiel@f. the so-called Langdon effect
sorption rate for a two-temperature plasma with cold ions[24]). That is why calculations were performed with different
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FIG. 6. Heating rate of the electrons in a two-temperature hy- FIG. 8. Velocity distribution function of the electron@ the
drogen plasmaT;=1000 K) as a function of the applied field field direction under the influence of an intense laser field. The
strength(w/ w,=3). The solid lines denote the analytic results for solid line denotes the simulation data for a field strengthEof
two different assumptions for the velocity distribution functions. =28.5 GV/cm. For comparison the Maxwell distributiétashegl
The circles are MD results. is plotted.
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assumptions for the velocity distribution function: we con-to the Langdon effect, and it is not a kinematic effect. This
sidered Maxwellian as well as super-Maxwellian distributionwas proved by switching off the electron-ion collisions in the
functions(11). There is a better agreement with the simula-simulations. For this case, the distribution functions remain
tion data in the case of the super-Maxwellian. Maxwellian for all field strengths. To our knowledge, such a
In order to investigate this issue in more detail, the Ve|OC-beha\/i0r has not been reported yet. We have, however, no

ity distribution function was determined from simulations for simple physical interpretation for that.

different field strengths. Figure 7 shows the velocity distri-

bution in the direction of the linearly polarized strong laser

field for a weakly coupled hydrogen plasma. The solid line IV. CONCLUSION
denotes the result which was obtained from the simulation
with a field strength of 5.7 GV/crtvy/vy,=2). For compari- We have presented analytical as well as simulation results

son the corresponding Maxwell distribution is plotted. Oneon collisional absorption focusing especially on the case of a

can see that the field leads to a broadening of the distributiotwo-temperature plasma. Both approaches show a depen-
function. This is in accordance with results of Pfalzner anddence of the energy absorption not only on the electron tem-
Gibbon[19] who considered distribution functions for field perature but also on the temperature of the heavy ion com-
strengths up twq/vy,=1. If the field strength increases fur- ponent. Both temperatures can differ from each other

ther, a different behavior occurs. Figure 8 shows the velocityconsiderably in certain experimental situations. Therefore it

distribution functions in a laser field where the field strengthis important to take this issue into account, for instance, in

is 28.5 GV/cm(vo/vy,=10). It can be observed that the dis- hydrodynamic simulations where, so far, often simple Drude

tribution function is narrowed. This narrowing is in contrast models are used.
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