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We spread randomly noncharged steel particlessdiameter, 1.59 mmd on a silicon wafer to form a two-
dimensional hard-sphere system. The particle structure versus the particle coverage was monitored. We ob-
served the particle structural transition from liquidlike to triangular-lattice crystal-like with increasing particle
coverage by analyzing the particle structure factor. The particle coverage at which the structural transition
occurs was quantified by the curves ofSmaxsAd and G6sAd; Smax is the amplitude of the first peak of the
structure factorsdepicting the particle positional orderd, andG6 is the bond orientation order parameter. We
also conducted a Monte Carlo simulation study. The Monte Carlo simulation results show good agreement with
the experimental results at low particle area fractions. However, at high area fractions, the experimentally
observed particle structure is less organized than that generated by simulations.
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I. INTRODUCTION

Structural transitions in two-dimensionals2Dd systems are
of great interest to scientists for a number of different rea-
sons. Fundamental physics explores the influence of the de-
gree of freedom on the structural transitions. The character of
the particle structural transitions in two-dimensional systems
for specific model fluids has attracted considerable interest
f1–3g. We will concentrate on studying the “hard-sphere”
structural transition. The hard-sphere model is characterized
by a pair interaction potential that is zero except at distances
smaller than at contact, where it becomes infinitely repulsive.
The hard-sphere system has been studied analyticallyf4g and
through computer simulationsf5g; it has been used exten-
sively as a reference systemf6g in simple fluid theories. A
basic understanding of a hard-sphere system is important
since it provides a starting point for the successful perturba-
tion theory of liquids developed by Barker and Henderson
f7g. The hard-sphere structural transitions occur in the many-
body system and are driven by the entropy effect.

In 1960, Turnbull and Cormiaf8g developed a dynamic
two-dimensional hard-sphere model to observe structural
transitions. In this model, many uniform glass hard spheres
were moved steadily and at random on a horizontal circular
glass plate. The sphere structure transitions were observed
via high-speed photographs of the spheres in motion. The
model exhibited a “gaslike” state at a low sphere density. As
the density increased, the behavior became more “liquidlike”
and then “crystallization” occurred. Section V, “Discussion,”
has the analysis of their photographs; we found their results
to be in good agreement with our hard-sphere experiment.

In 1978 and 1984, Pieranskiet al. f9g placed steel par-
ticles on the plastic plate of a hexagonal box. The structural
transition versus particle coverage was studied qualitatively
using a photographic technique to record images of the pair
distribution function. The authors argued that they observed

the coexistence of solidlike and fluidlike structures. Their
observation of the particle structural transition is in agree-
ment with the computer simulation data of Alder and Wain-
wright f10g. However, one can argue that the experiment
conducted by Pieranskiet al. is not a hard-sphere system.
Steel particles rubbing on a plastic surface acquire positive
charges and leave negative charges on the plastic surface
f11g.

More recently, physicists have recognized granular matter
used in Refs.f8,9g as a paradigm for “driven,” dissipative
systems far from equilibriumf12g. There are two particularly
important aspects that contribute to the unique properties of
granular materials, ordinary temperature plays no role, and
the interactions between granular particles are dissipative be-
cause of static friction and the inelasticity of collisions
f13,14g. The driven granular medium reaches a steady state,
where the energy lost through collisions is balanced by the
amount added externallyf15g. One of the most fascinating
peculiarities of granular matter is their transition from a flu-
idlike to a solidlike sdisordered to orderedd. The fluidlike-
solidlike transition for vertically vibrated monolayers has
been demonstrated by changing the amount of mechanical
energy flowing into the granulef16,17g. Straßburger and Re-
hbergf18g studied the granular transition from randomly ar-
ranged to crystallike structure on a horizontally vibrated
plate by increasing the particle filling fraction. The impor-
tance in granular transition has been stressed in connection
with the coagulation of planetesimals into planetsf19g. The
granular material has tremendous importance for industrial
processes in areas ranging from agriculture to civil engineer-
ing to pharmaceutical processing. There has been a long-
standing interest in describing and predicting the phenomena
of granular materialsf20g. However, despite much effort,
there still is no comprehensive understanding as exists for
other forms of matter like ordinary fluids or solidsf12g.

Based on the computer simulation data, Alder and Wain-
wright f10g studied the melting transition in hard-disc sys-
tems. From the observation of a “loop” in the area fraction
occupied by the disks vs pressure curve, they concluded that
the phase transition is of the first order. These findings were
essentially confirmed by subsequent investigations by
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Hoover and Reef21g. However, the effects of the finite sizes
of the simulated systems in these early studies were not ex-
amined in a quantitative way. Zollweg and Chesterf22g re-
vealed that the tie linescoexistence of a liquid and solidd is
indeed much shorter than previously observed by using
larger systems with more particles. They concluded that the
tie line might become even shorter, or vanish entirely, if the
system size increased. Weber, Marx and Binderf23g used a
finite-size scaling method to determine the order of the par-
ticle transition and to obtain the bounds of the transition
density by measuring the bond orientation order parameter,
its susceptibility, and compressibility. They claim to have
found the evidence of the first-order phase transition.

The nature of the 2D particle structural transition is still
unresolved. The Kosterlitz-Thouless-Halperin-Nelson-Young
sKTHNY d theory predicts 2D solids might melt via two con-
tinuous phase transitions with a intervening phase termed
“hexatic”—between a liquid and a solid phase. However,
Ryzhov and Tareyevaf24g carried out density functional cal-
culations to obtain first-principles estimates for the stability
limits of a hard-disk solid and a hexatic phase. Their results
ruled out the existence of a hard-disk hexatic.

We conducted the following work to reveal the structural
transition of a 2D hard-sphere system versus the particle cov-
erage. This paper is organized as follows: in Sec. II, we
describe the experimental material and setup. We describe
the computer simulation method used in this paper in Sec.
III. In Sec. IV sResultsd, we describe the data analysis pro-
cedure; present the results of our experiment through the
structure factor and bond orientation order parameter. In Sec.
V sDiscussiond, the results of our work are compared with
those in the literature. Our Monte Carlo simulation results
are also described. The 2D hard-sphere structures from the
computer simulation and the granular system are compared.
The structural transition phenomena are discussed in detail;
we summarize the paper in Sec. VI.

II. EXPERIMENT

A. Materials

We used nonmagnetized stainless-steel particlessdiam-
eter, 1.59 mm; type, 316L; Grade, 100; Thompson Precision
Ball Co., USAd. The steel particles were kept in a metal
container to discharge them. We soaked the particles in tolu-
ene for 4 to 5 hours and washed them with fresh toluene;
these cleaned particles were vacuum-dried for 30 minutes.
The particles were transferred to a silicon wafer and imme-
diately covered with a culture dish to minimize the exposure
to the atmosphere. The silicon wafer had a molecular-smooth
surface and was 10 cm in diametersSilicon Valley Micro-
electronics, USAd. We removed all debris from the silicon
wafer with an air dustersFellowes, USAd before each experi-
ment.

B. Experimental setup

The operating conditions were maintained at 25 °C and
the relative humidity was less than 50%. We prepared the 2D
system by spreading a monolayer of a few thousand stainless

steel particles on the surface of a silicon wafersFig. 1d. The
silicon wafer was placed horizontally on the center hole of a
set of glass plates and covered by a polystyrene culture dish.
We shook the glass platform to make the metal particles
move randomly on the silicon wafer surface. The shaking
was a combination of reciprocal and orbital vibration in hori-
zontal direction with frequency of about 6 Hz and amplitude
of about 1 mm. We varied the area fraction of the metal
particles,A sthe area occupied by metal particles divided by
the total system aread, to study the ordering behavior in the
system. Forn particles of diameterd in the system of area
S, A is defined asA=(npd2) / (4S). We examined the order-
ing behavior of the metal particles by varyingA from 0.37 to
0.84. The particles’ motions were recorded at 30 frames per
second by a video camera under suitable lighting conditions.
The images represent quenched configurations. Figure 2
shows two typical configurations atA=0.54 and 0.84. The
video camera was connected to a monitor and VCR for
monitoring and recording the images. The particle configu-
rations were digitized by image analysis softwaresImage-Pro
Plus, USAd for further investigation.

FIG. 1. Design used to study structural transitions. Stainless
steel particlessdiameter, 1.59 mmd were spread on the surface of a
silicon wafer. The particles were filmed by a video camera and
analyzed by the image software Image-Pro.

FIG. 2. Monitoring the particle positions at different particle
area fractions,sAd A=0.54,sBd A=0.84.
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The particle charge was quantified using the method de-
scribed by Tataet al. f11g. The particles placed on the wafer
were shakensto create a charge on the particlesd. Then the
wafer was declined at a small anglesless than 10 degreed,
and the positions of the particles were monitored. The repul-
sion between the particles corresponded to the balance be-
tween the Coulomb and gravitational forces. The charge was
estimated by monitoring the particle distance versus the
angle. This method of measuring charge particle is accurate
to 0.01 esu; no charge was detected on the steel particlessat
the area fractions between 0.37 and 0.84d.

III. MONTE CARLO SIMULATION

We used the hard-disc Monte Carlo simulation to compare
the results of our experiment with the computer simulation.
The Metropolis algorithmf25g was used to obtain the equi-
librium in a canonical ensemblesconstantNVT ensembled
f6g. The use of periodic boundary conditions eliminates the
boundary effects. The basic simulation cell length,L, is fixed
according toL2=(npd2) / (4A) to get the required particle
area fractionA, whered is the diameter of hard disc and is
the same as the diameter of the metal particles used in ex-
periment. The particle number was fixed atn=484 except
during the structural transition, andn was 1024 at the tran-
sition area fraction. According to the analysis of the 2D size-
dependent properties proposed by Zollweget al. f22g, the
difference in pressure for 2D systems withn=256 andn
=16 384 is smaller than 0.1%.

The particle area fraction range in our simulations isA
=0.37 to 0.78. The system was allowed to evolve with Monte
Carlo trajectories. Approximately 30 000 sweeps were ini-
tially discardedsone sweep is an attempted move per par-
ticled. The system evolved rapidly toward equilibrium during
this process. Structural functions, like the radial distribution
function g(r) and the structure factorS(Q), were monitored
to ascertain if equilibrium had been reached. Our averaging
was done over 30 000 sweeps when the system area fraction
was out of the structural transition range. When the system
area fraction was close to the structural transition range,A
,0.65–0.85, the averaging was done over 60 000 sweeps.
g(r) is calculated with a small interval,Dr =0.01d, andS(Q)
is calculated withDQ d=0.1, using the standard method
f26g.

IV. EXPERIMENTAL RESULTS

A. Structure factor

In order to obtain information about particle structures,
the structure factor was calculated from radial distribution
function. Radial distribution function,g(r), is the probability
of observing a particle at distancer from a given particle. To
avoid the effect of wall on particle structuref18g, we select
the center region of about 40d by 40d from original image.
The wholeg(r) curve, except the first peak amplitudegmax,
depends little on the interval widthDr; we choseDr =0.1d.
We explored the particle structure through the structure fac-
tor S(Q) and the structural ordering parameterSmax derived
from it, becausegmax is sensitive to theDr. The structure

factor characterizes the changes in the local density as a re-
sult of the external fields of the spatial frequencyQ=2p /l,
wherel is the corresponding wavelengthf27g. The structure
factorS(Q) is obtained from the Fourier transform ofg(r) by
f28g

SsQd = 1 +rE fgsrd − 1ge−iQW ·rWdrW, s1d

wherer is the particle’s 2D density related to the area frac-
tion A by A=rpd2/4. Equations1d can be written in the
two-dimensional form as

SsQd = 1 +rE rfgsrd − 1gcoss− Qr cosuddudr, s18d

whereu is the integration parameter of angle.
The variation of the first peak amplitude ofS(Q), Smax, on

both the distance intervalsDr /d and spatial frequency inter-
vals DQ d is within 1%. We chooseDr =0.1d and DQ d
=0.06 for the following analysis ofS(Q)andSmax. Figure 3
shows the curves ofS(Q) obtained at several different area
fractions. The structure factor curves show oscillatory decay
with spatial frequency,Qd, for every area fraction. The peak
positions are at the multiples ofQd,2p for the hard-sphere
interactions. The amplitudes of the maximum and minimum
increase as the area fraction increases. The second peak
forms a small bump atA=0.77, then splits between the area
fractions A=0.77 and A=0.84. This is characteristic of
triangular-lattice formationf1,18,29,30g.

The maxima ofS(Q)are analogues of Bragg peaks in the
crystal diffraction pattern. The first maximum,Smax, is the
index of the density susceptibility at the nearest neighboring
particle. The structural transition has been identified from the
sudden change in theSmax behavior as a function of the area
fraction, A f31g. Our experimental data show that theSmax
reflects less error and is a more accurate method to quantify
the particle structural transition thangmax f32g. We obtained

FIG. 3. Structure factorS(Q)of experimental metal particles on
the silicon surface at different area fractions ofA. Curvesa, b, c,
andd correspond toA=0.54, 0.67, 0.77, 0.84, respectively. Curves
b, c, and d are shifted vertically for clarity. The boldface arrow
shows the appearance of the triangular lattice.
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the structural parameterSmax from the amplitude of the first
peak ofS(Q)at each area fraction.

Figure 4 shows the trend ofSmax as a function of the area
fraction,A, with the particle photography shown in the inset.
The Smax increases with the increasingA. However, a small
plateau occurred atA=0.72–0.73; and beyond the plateau,
the scatterings inSmax were found to be larger. The slope of
Smax increases suddenly afterA reaches 0.80, and is accom-
panied with more scattering than in the other regions. The
scattering reaches a maximum atA=0.81–0.82 and then de-
creases again.

B. Bond orientation order parameter

The second peak of theS(Q) curvessFig. 3d splits into
two peaks when the area fraction increases from 0.77 to 0.84.
The splitting occurs at the characteristic distance of triangu-
lar lattice. The particle structural evolution from disorder to
order in the triangular lattice motivated us to use the bond
orientation order parameter with sixfold symmetry,G6, to
quantify the structural transitions in 2D systems. Here,
“bond” denotes the imaginary line connecting the centers of
two neighboring particles. A configuration possesses a bond-
orientation order if the angles between these bonds and an
arbitrary fixed axis are correlated. Merminf33g found that
although true positional order implies bond-orientation order,
the latter could exist without the former.

The particle structural transition was observed through the
positional order parameterSmax vs A. We will now discuss
the bond orientation order parameterG6 vs A to gain an
understanding of the structural transitionf34g. G6 is defined
as

G6 =
1

Nf
o
j=1

Nf U 1

nj
o
p=1

nj S 1

mp − 1 o
k=1

mp−1

ei6DukpDU , s2d

where the sums are over the number of the framesNf, the
number of particlesnj in the j th frame, and the number of

neighborsmp of the pth particle.Dukp is the angle difference
between the bonds connecting particlesk and p. G6 is an
index of the ratio of particles forming the triangular lattice
and is 1 for the pure triangular lattice. We first calculate the
number of neighboring particles and bonding for each par-
ticle, and then determine the value of the bond orientation
order parameter.

The particle neighbors were determined by the following
rule. The triangular-lattice bond is formed when the particle
separation is smaller than 1.152 particle diameters,d f35g,
which is the smallest particle separation when a particle has
seven neighborsshard-sphere interactionsd. A bond is a vir-
tual line that is a representation of particle interactions. The
experimental particle bondsswithin the region of 10d by 10d
at A=0.54, 0.77, 0.84d are shown in the insets of Fig. 5.sThe
circles show the schematic of the particles that do not have
proportional particle diameters. The dots inside the circles
are the centers of the particles. The lines connecting particle
centers are the determined bonds.d More bonds are formed as
the area fraction,A, increases. The particle structure formed
by the bonds is a combination of square and triangular sym-
metry atA=0.77 in Fig. 5sbd. The particles form a triangular
lattice with some structural defects inside the lattice at the
ordered structure with an area fraction ofA=0.84 in Fig.
5scd.

Figure 5 shows the bond orientation order parameter,G6,
as a function of the area fraction,A. TheG6 increases with an
increasingA. There is a small plateau in the experimental
curve atA=0.70–0.72, similar to that ofSmax vs A. G6 rap-
idly increases after the plateau and is accompanied by larger
scatterings.

V. DISCUSSION

The S(Q), Smax(A), andG6(A) were analyzed to rational-
ize the results of the experiment. Figure 3 shows the experi-

FIG. 4. Smax vs A for experimental metal particles on the silicon
surface. A plateau appears at approximatelyA=0.72–0.73 and
Smax=3.2 slong boldface arrowd. Sudden increases ofSmax accom-
panied with more scattering appear at approximatelyA=0.80 and
Smax=4 sshort boldface arrowd. Insets are particle configurations
corresponding tosad A=0.44,sbd A=0.54, andscd A=0.84.

FIG. 5. G6 vs A for experimental metal particles on the silicon
surface. A plateau appears at approximatelyA=0.70–0.72 andG6

=0.32 slong boldface arrowd. G6 increases rapidly after the plateau
and is accompanied by large scattering afterA=0.74 andG6=0.38
sshort boldface arrowd. Insets are the particle bonds within the re-
gion of 10d by 10d corresponding tosad A=0.54,sbd A=0.77, and
scd A=0.84.
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ment’sS(Q)derived from the Fourier transform of theg(r).
The S(Q) show oscillatory decay, and the oscillation ampli-
tude is more pronounced asA increases. A split appears in
the second maximum betweenA=0.77 andA=0.84. The
split occurring at the second peak is characteristic of
triangular-lattice formationf1,18,29,30g. From the observa-
tion of S(Q), we know that there is particle structure assem-
bly that is associated with an increasingA. We plotSmax vs A
in Fig. 4 to quantify the coverage of the particles that starts
this structural transitionf31g. The Smax monotonically in-
creases with the increasing area fraction. A small plateau
appears at approximatelySmax=3.2 andA=0.72–0.73, which
indicates the transition in the particle structuresfrom liquid-
like to triangular-lattice crystal-liked. The curve shows large
scatterings afterSmax=4sA=0.80d. We quantify the sixfold
symmetry formation with a graph ofG6 vs A f34g in Fig. 5
fthe triangular-lattice construction is indicated by the split of
the second peak in theS(Q)g. It also has a small plateau and
a scattering region in about the same area fraction range as
that of Smax(A). The flat region at approximatelyG6=0.32
andA=0.70–0.72 characterizes a structural transition. A fluc-
tuation of G6 was observed in the 0.74,A,0.81 region.
This fluctuation ofSmax(A) andG6(A) requires more study. A
possible explanation of the fluctuation is the existence of the
“structural transition region” from a disordered structure to
an ordered structure.

We compared our two-dimensional hard-sphere experi-
mental data with that found in the literature. Turnbull and
Cormia f8g conducted a simple two-dimensional experimen-
tal model by putting glass spheres on a glass plate. The uni-
form hard spheres moved steadily and at random. We quan-
titatively analyzed the two photographs given by Turnbull
and Cormia in Figs. 6 and 7. We calculatedSmax andG6 in
these two figures and compared them with our experimental
results. Figure 6 ofSmax(A) and Fig. 7 ofG6(A) show that
Turnbull and Cormia’s datas4 mm diameter glass particles
on a glass surface, marked as squaresd are in good agreement

with our resultss1.59 mm diameter steel particles on a sili-
con wafer surfaced. The first photograph that the authors ar-
gued is liquidlike has an area fraction of 0.62,Smax is 2.42
sFig. 6d andG6 is 0.28 sFig. 7d. The authors argued for the
“transition from liquidlike to crystal-like” in the second pho-
tograph, where the area fraction is 0.82,Smax is 5.45 andG6
is 0.58. The authors indicated the model exhibits a “gaslike”
structure at a low sphere density. The structure becomes
more “liquidlike” as the sphere density increases and then
“crystallization” occurs.

Pieranskiet al. f9g used another 2D hard-sphere model in
their experiments. They used steel particles which have simi-
lar size to ours but spread them on a plastic surface. Tataet
al. f11g experimented with a similar system of steel particles
spread on a plastic surface; the steel particles acquired posi-
tive charges and left negative charges on the dielectric plastic
surface. Pieranskiet al. argued the structural transition from
a liquidlike to a crystal-like structure happened at an area
fraction of A=0.67–0.73smarked as bracket in Figs. 6 and
7d. Our results showed the structural transition occurred at
about A=0.70–0.73 for the plateau region inSmaxsAd and
G6sAd. We cannot compare the results ofSmax and G6 be-
cause they only provided the photographic images of trajec-
tories and the pair distribution function. One reason for the
shift of their transition region from ours may be due to the
presence of charges on the steel particles and the surface of
plastic plate. The effective volume of a charged sphere is
higher than that of a hard sphere, so we expect the particle
structure of this charged system to be more ordered than a
hard-sphere system. As a result, the structural transition for
charged spheres is at lower area fraction than that of hard-
sphere systems.

In order to understand the particle structural transition, we
conducted a Monte Carlo simulation in the hard-disc system.
Figure 8 shows the structure factorS(Q)obtained from Fou-
rier transform of radial distribution functiong(r) at several
area fractions. Starting from area fractionA=0.69, the sec-

FIG. 6. Comparison ofSmax vs A experimental data with the
literaturef8,9g. Insets are photographs of glass spheres on a glass
plate sfrom Ref. f8gd corresponding to sad liquidlike, A
=0.62,Smax=2.42, andsbd transition from liquidlike to solidlike,
A=0.82,Smax=5.45. Circles are our experimental data and squares
are data in Ref.f8g. Bracketscd is from the liquidlike to the solid-
like transition range in Ref.f9g sA=0.67–0.73d.

FIG. 7. Comparison ofG6 vs A experimental data with the lit-
eraturef8,9g. Insets are photographs of glass spheres on a glass
plate sfrom Ref. f8gd corresponding tosad liquidlike, A=0.62,G6

=0.28 andsbd transition from liquidlike to solidlike,A=0.82,G6

=0.58. Circles are our experimental data and squares are data in
Ref. f8g. Bracketscd is from the liquidlike to the solidlike transition
range in Ref.f9g sA=0.67–0.73d.

STRUCTURAL TRANSITIONS IN TWO-DIMENSIONAL… PHYSICAL REVIEW E 71, 056112s2005d

056112-5



ond peak exhibits a bump and gradually splits into two peaks
with the increasing area fraction. The bump formation and
split in the second peak is characteristic of triangular-lattice-
order buildingf1,18,29,30g. The particles appear to have a
structural transition from the disordered structure to the or-
dered structuresfluid-solid phase transition in literature
f10,22gd, as seen from the curves of structure factor versus
particle coverage. Figure 9 shows the trend ofSmax as a func-
tion of the area fraction,A. Smax increases monotonically
with the increasingA. Smax shoots up sharply whenA reaches
0.69 and is accompanied with large scatterings. Tataet al.
have argued that the particles are experiencing a structural
transition when the slope ofSmaxsAd suddenly changesf31g.

The hard disc in Monte Carlo simulations built a triangu-
lar lattice atA=0.69, where the bump and splitting ofS(Q)
begansFig. 8d and the slope ofSmax(A) suddenly increased
sFig. 9d. In order to compare our results with computer simu-
lation data in literature, we calculate the 2D pressure from
the datagmaxsAd according to the following “equation of
state” for 2D hard spheresf25,36g:

P2D = rkBTs1 + 2Agmaxd, s3d

whereP2D is the 2D pressure andgmax is the first peak am-
plitude of g(r). We summarize our results and others from
the literaturef10,22,37g in Fig. 10. Our computer simulation
results are in good agreement with those from the literature.
We know that the transition occurs at aroundA=0.69–0.71.
For the narrow transition region with higher fluctuation, one
can interpret it as the possibility of the occurrence of hexatic
phase, which was predicted in KTHNY theory.

The experimental disorder-order transition occurs in the
region of plateau and scattering regionsA=0.70–0.82d in
Smax(A) andG6(A). The existence of the transition region is a
result of the coexistence of voidssdislocationsd and the par-
ticle order. These dislocations were produced in the way we
conducted the experiment. This may cause the formation of
hexatic structuresKTHNY theoryd. As shown in some region
of Fig. 2sBd, even if we have a perfect ordered structure of
2D triangular lattice in the particle image, it can form a dis-
location structure by missing some particles inside. The two-
stage melting theory is on phase transition, driven by ther-
modynamics stability; the structural transition observed in
our study is driven by mechanical equilibrium. The disloca-
tions in particle structure slowly disappear with increasing
particle area fraction during the transition region. At this mo-
ment, we cannot quantify the type of this transition region.

We compare the radial distribution function,g(r), be-
tween the Monte Carlo simulation and experimental results
at two different area fractions ofA=0.67 andA=0.75 in Fig.
11. The inset snapshots represent the particle configurations
in these coverage for experiment and simulation. The detail
analysis of Fig. 11sAd shows agreement between experiment
and simulation at the low area fraction ofA=0.67. At the
high area fraction ofA=0.75 as shown in Fig. 11sBd, theg(r)
of Monte Carlo simulation has more oscillatory peak and
larger peak amplitude than the experiment. The split in the
second peak indicates that the particles form a hexagonal
packing in Monte Carlo simulation atA=0.75, but the ex-
perimental results do not show such a split. The snapshot for
experimental particles depicts a lot of dislocationssmarked

FIG. 8. Structure factor of 2D hard spheres by Monte Carlo
simulation at different area fractions ofA. Curvesa, b, c, and d
correspond toA=0.45, 0.60, 0.69, 0.71, respectively. Curvesb, c,
andd are shifted vertically for clarity. The arrow shows the appear-
ance of a triangular lattice.

FIG. 9. Smax vs A of 2D hard spheres by Monte Carlo simula-
tion. Smax shoots up sharply whenA reaches about 0.69 and is
accompanied with large scatteringssindicated by the arrowd.

FIG. 10. 2D equation of state compared with the literature
f10,22,37g based on computer simulations. The structural transition
occurs at aroundA=0.69–0.71. TheS0 is the system area ofn
particles at closed packing of triangular lattice,S0=sÎ3/2dnd2.
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by the drawn circlesd, which are absent in simulation.
The discrepancy between the experimental and Monte

Carlo results at high particle coverage is due to the manner
how the particle structure was formed. The particle packing
evolution was allowed during the shaking movement. Since
the shaking was applied on the whole system instead of on
an individual particle, we moved all the particles at the same
time f38g. However, each particle moves individually when
we did computer simulation; the particle would find place
where the algorithm determined its minimum energy. When
we conducted experiment at low area fraction, the particles
have more space to move, therefore have higher possibility
to find the place with low energy. However, at high area
fraction, when we conducted the experiment, the particles
had less freedom and less possibility to find place with low
energy. As a result, particles are less structured compared
with those in Monte Carlo simulation.

Shaking the platform is a requirement for a “driven”
granular systemf16g, which supplies the particles kinetic en-
ergy lost through friction and sustains the system in a me-
chanic stability. Besides creating the particle movement,
shaking platform also serves another important role of en-
abling particles to explore the configuration spacef11g. The
experimental particles are driven by mechanic stability;
whereas particles in the Monte Carlo simulation are driven
by thermodynamic consideration. Since the shaking was ap-
plied on the whole system instead of on an individual par-

ticle, we moved all the particles at the same timef38g. The
granular particles have the tendency to form “a rather cold
clump of material in a correlated motion”f14g due to their
failure in “equipartition of energy”f39g. Similar to the ob-
servation of Straßburger and Rehbergf18g, particle cluster-
ing and dislocation in our experiment became more pro-
nounced at higher area fractions.

VI. CONCLUSIONS

We investigated the two-dimensional hard-sphere struc-
tural transitions by conducting granular experiments and the
Monte Carlo simulations. The second peaks ofS(Q) gradu-
ally split, indicating the particles are forming a triangular
lattice. We quantified the particle coverage at which the
structural transition region occurs by observing the curves of
SmaxsAd and G6sAd. The flat parts occurring at both curves
identify the structural transition occurring at aboutA
=0.70–0.73,Smax=3.2 andG6=0.32. Afterwards, the curves
show steep increases accompanied with a large amount of
scattering.

Our experimental results are in good quantitative agree-
ment with the 2D hard-sphere experiments in Ref.f8g. The
experimental data for the order parameters,Smax and G6,
were analyzed from their photographs and fall on our experi-
mental curves ofSmaxsAd andG6sAd. Pieranski’sf9g 2D ex-

FIG. 11. Comparison between experiment and Monte Carlo simulations in particle configuration and radial distribution function at two
different area fractions,sAd A=0.67,sBd A=0.75. The particle configurations are shown with dimension of 20d by 20d. The circled areas in
the experimental configuration ofsBd indicate the dislocations.
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periments also show good qualitative agreement with our
results by introducing the concept of effective volume for
charged particles. Straßburger and Rehberg’sf18g experi-
ments have similar particle clustering and dislocation as ob-
served in our experiment at higher area fractions.

Our experimental and the Monte Carlo simulation results
for gsrd show good agreement at low area fractions. At high
area fraction, the particles in the experiments form more
clusters and vacancies than the particles in Monte Carlo
simulations, which were created in experiment with shaking
the platform. We moved all the particles at the same time

when shaking the whole system; in contrast to each particle
moving individually in simulation. At high area fraction, the
particles have less freedom and less possibility to find place
with low energy. As a result, particles are less structured
compared with those in Monte Carlo simulation.
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