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Structural transitions in two-dimensional hard-sphere systems
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We spread randomly noncharged steel parti¢tiameter, 1.59 mmon a silicon wafer to form a two-
dimensional hard-sphere system. The particle structure versus the particle coverage was monitored. We ob-
served the particle structural transition from liquidlike to triangular-lattice crystal-like with increasing particle
coverage by analyzing the particle structure factor. The particle coverage at which the structural transition
occurs was quantified by the curves 8f.(A) and Gg(A); Snax IS the amplitude of the first peak of the
structure factordepicting the particle positional ordeand Gg is the bond orientation order parameter. We
also conducted a Monte Carlo simulation study. The Monte Carlo simulation results show good agreement with
the experimental results at low particle area fractions. However, at high area fractions, the experimentally
observed particle structure is less organized than that generated by simulations.
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[. INTRODUCTION the coexistence of solidlike and fluidlike structures. Their
- ) ] ) observation of the particle structural transition is in agree-
Structural transitions in tWO—dImenSIOI’(ﬂD) SyStemS are ment with the Computer simulation data of Alder and Wain-

of great interest to scientists for a number of different reawright [10]. However, one can argue that the experiment
sons. Fundamental physics explores the influence of the deonducted by Pieranskt al. is not a hard-sphere system.
gree of freedom on the structural transitions. The character dteel particles rubbing on a plastic surface acquire positive
the particle structural transitions in two-dimensional systemgharges and leave negative charges on the plastic surface
for specific model fluids has attracted considerable interedtl1].
[1-3]. We will concentrate on studying the “hard-sphere” More recently, physicists have recognized granular matter
structural transition. The hard-sphere model is characterizedsed in Refs[8,9] as a paradigm for “driven,” dissipative
by a pair interaction potential that is zero except at distancesystems far from equilibriurfil2]. There are two particularly
smaller than at contact, where it becomes infinitely repulsiveimportant aspects that contribute to the unique properties of
The hard-sphere system has been studied analytiegdlgnd ~ granular materials, ordinary temperature plays no role, and
through computer simulations]; it has been used exten- the interactions between granular particles are dissipative be-
sively as a reference syste@] in simple fluid theories. A ~ Cause of static friction and the inelasticity of collisions

basic understanding of a hard-sphere system is importaht3:14- The driven granular medium reaches a steady state,

since it provides a starting point for the successful perturba‘-’vhere the energy lost through collisions is balanced by the

tion theory of liquids developed by Barker and HendersorfMount added extemalpi5]. One of the most fascinating
eculiarities of granular matter is their transition from a flu-

Egajg‘;;g{g'Zﬂgea:fesgr‘ij\fg#%'y"t?]gsg'notrr‘gp‘;cg;‘fg'Cr; the manyPii 0" a solidike (disordered to orderad The fluilike-

. . solidlike transition for vertically vibrated monolayers has
In '1960,'Turnbull and Cormig8] developed a dynamic een demonstrated by changing the amount of mechanical
two-dimensional hard-sphere model to observe structur nergy flowing into the granule6,17. StraRburger and Re-

transitions. In this _model, many uniform glass_ hard Sphereﬁberg[w] studied the granular transition from randomly ar-
were moved steadily and at random on a horizontal cwculaF

e nged to crystallike structure on a horizontally vibrated
g_Iass. plate. The sphere structure transitions were pbservéate by increasing the particle filling fraction. The impor-
via hlgh-spged ph‘(‘)togrlap’r’ls of the spheres in motion. ThEince in granular transition has been stressed in connection
model exhibited a "gaslike” state at a low sphere c‘i‘e;ns!ty._ A, ith the coagulation of planetesimals into plangts]. The

the density increased, the behavior became more “liquidlike'y 50 ar material has tremendous importance for industrial
and then cryst_alhzatlor) occurred. Section V, D'SCU.SS'On’ rocesses in areas ranging from agriculture to civil engineer-
has th_e analysis of their ph_otographs; we found the|r_ result g to pharmaceutical processing. There has been a long-
to be in good agreement with our hard-sphere experiment. standing interest in describing and predicting the phenomena
_In 1978 and 1984, Pieransk al. [9] placed steel par- ¢ granyiar material§20]. However, despite much effort,
ticles on the plastic plate of a hexagonal box. The structur

- . ) . “here still is no comprehensive understanding as exists for
transition versus particle coverage was studied quahtatlvel)éther forms of matter like ordinary fluids or solifs2]

usin_g a _photogra}phic technique to record images of the pair Based on the computer simulation data, Alder and Wain-
distribution function. The authors argued that they observequight [10] studied the melting transition in hard-disc sys-

tems. From the observation of a “loop” in the area fraction
occupied by the disks vs pressure curve, they concluded that
*Author to whom correspondence should be addressed. Emathe phase transition is of the first order. These findings were
address: wasan@iit.edu essentially confirmed by subsequent investigations by

1539-3755/2005/7%5)/0561128)/$23.00 056112-1 ©2005 The American Physical Society



WU, WASAN, AND NIKOLOV PHYSICAL REVIEW E 71, 056112(2005
Hoover and Reg21]. However, the effects of the finite sizes
of the simulated systems in these early studies were not ex Sidcocamers
amined in a quantitative way. Zollweg and Chegt@2] re-
vealed that the tie linécoexistence of a liquid and sojids = ey ﬂ
indeed much shorter than previously observed by using
larger systems with more particles. They concluded that the\ ﬂ

tie line might become even shorter, or vanish entirely, if the -

system size increased. Weber, Marx and Bif@3 used a
finite-size scaling method to determine the order of the par-
ticle transition and to obtain the bounds of the transition
density by measuring the bond orientation order parameter
its susceptibility, and compressibility. They claim to have
found the evidence of the first-order phase transition.

The nature of the 2D particle structural transition is still
unresolved. The Kosterlitz-Thouless-Halperin-Nelson-Young
(KTHNY) theory predicts 2D solids might melt via two con- . N .
tinuous phase transitions with a intervening phase termed FIG. 1 Des_lgn used to study structural transitions. Stainless
“hexatic’—between a liquid and a solid phase. However,s_n_ael partlcles{dlameter,_l.59 mmwe_re spread on _the surface of a
Ryzhov and Tareyevi24] carried out density functional cal- silicon wafer. Th_e particles were filmed by a video camera and
culations to obtain first-principles estimates for the stabiIity"’malyzed by the image software Image-Pro.
limits of a hard-disk solid and a hexatic phase. Their result
ruled out the existence of a hard-disk hexatic.

We conducted the following work to reveal the structural

Jmage snalyzer,

&

Metal particles
Silicon wafer

Glass platform
Leveler

Steel particles on the surface of a silicon wafeig. 1). The
silicon wafer was placed horizontally on the center hole of a
i . set of glass plates and covered by a polystyrene culture dish.
transition QfaZD ha_rd—spherg system versus t_he particle CO%je shook the glass platform to make the metal particles
zrage'.bThlhs Paper 1S org?mzed _asl foI(Ijows. n \?\/ec.d”, WEmove randomly on the silicon wafer surface. The shaking
hescrl e the e>§per||m_enta mr?tearla a(;‘_ s?]t_up. € _esg”%asacombination of reciprocal and orbital vibration in hori-
the computer simulation method used In this paper In Sec ) girection with frequency of about 6 Hz and amplitude
lll. In Sec. IV (Result3, we describe the dgta analysis pro- of about 1 mm. We varied the area fraction of the metal
cedure; present the results of our experiment through thg,icies A (the area occupied by metal particles divided by
structure factor and bond orientation order parameter. In Se e total system argato study the ordering behavior in the
V (Discussion, the results of our work are compared with system. Fom particles of diameted in the system of area

those in the literature. Our Monte Carlo simulation resultsS, A is defined aA=(nwd?)/(4S) We examined the order-

are also de_scribe_d. The 2D hard-sphere structures from tr] g behavior of the metal particles by varyiAgrom 0.37 to
computer simulation and the granular system are compare@) g The particles’ motions were recorded at 30 frames per

The structural transition phenomena are discussed in deta econd by a video camera under suitable lighting conditions.

we summarize the paper in Sec. V. The images represent quenched configurations. Figure 2
shows two typical configurations #&=0.54 and 0.84. The

Il. EXPERIMENT video camera was connected to a monitor and VCR for
monitoring and recording the images. The particle configu-
rations were digitized by image analysis softwdreage-Pro

We used nonmagnetized stainless-steel partigiigsm-  Plus, USA for further investigation.

eter, 1.59 mm; type, 316L; Grade, 100; Thompson Precision
Ball Co., USA. The steel particles were kept in a metal
container to discharge them. We soaked the particles in tolu-
ene for 4 to 5 hours and washed them with fresh toluene;
these cleaned particles were vacuum-dried for 30 minutes.
The particles were transferred to a silicon wafer and imme-
diately covered with a culture dish to minimize the exposure
to the atmosphere. The silicon wafer had a molecular-smooth
surface and was 10 cm in diamet@ilicon Valley Micro-
electronics, USA We removed all debris from the silicon
wafer with an air dustefFellowes, USA before each experi-
ment.

A. Materials

B. Experimental setup

The operating conditions were maintained at 25 °C and
the relative humidity was less than 50%. We prepared the 2D FIG. 2. Monitoring the particle positions at different particle
system by spreading a monolayer of a few thousand stainlessea fractions(A) A=0.54,(B) A=0.84.

056112-2



STRUCTURAL TRANSITIONS IN TWO-DIMENSIONAL... PHYSICAL REVIEW E 71, 056112(2005

The particle charge was quantified using the method de-
scribed by Tatat al. [11]. The particles placed on the wafer 9
were shaker{to create a charge on the partigleShen the 8
wafer was declined at a small anglless than 10 degrge
and the positions of the particles were monitored. The repul-
sion between the particles corresponded to the balance be

~

~

tween the Coulomb and gravitational forces. The charge was & 5 A A‘
estimated by monitoring the particle distance versus the o 4 1 II\/\ / 4 V.
angle. This method of measuring charge particle is accurate " S //\\ \-//\1“\//
to 0.01 esu; no charge was detected on the steel partaties s \ h N’
the area fractions between 0.37 and (.84 2 L. “", \\ //\\ //\ \_“,/
] N
: t Nt ™
o
IIl. MONTE CARLO SIMULATION 0+ :
i . . 0 5 10 15 20 25
We used the hard-disc Monte Carlo simulation to compare ad

the results of our experiment with the computer simulation.
The Metropolis algorithn25] was used to obtain the equi-

librium in a canonical ensembl@&onstantNVT ensemblg
[6]. The use of periodic boundary conditions eliminates th
boundary effects. The basic simulation cell lendthis fixed
according toL2=(nwd?)/(4A) to get the required particle
area fractionA, whered is the diameter of hard disc and is

the same as the diameter of the metal particles used in e

periment. The particle number was fixed rat 484 except
during the structural transition, amdwas 1024 at the tran-

sition area fraction. According to the analysis of the 2D size

dependent properties proposed by Zollwetgal. [22], the
difference in pressure for 2D systems witl=256 andn
=16 384 is smaller than 0.1%.

The particle area fraction range in our simulationsAis

€

FIG. 3. Structure facto8(Q)of experimental metal particles on
the silicon surface at different area fractionsfAfCurvesa, b, c,
andd correspond tA=0.54, 0.67, 0.77, 0.84, respectively. Curves
b, c, andd are shifted vertically for clarity. The boldface arrow
shows the appearance of the triangular lattice.

>f§éctor characterizes the changes in the local density as a re-

sult of the external fields of the spatial frequer@y 27/,

where\ is the corresponding wavelendt®7]. The structure

factor S(Q)is obtained from the Fourier transform @fr) by
[28]

SQ=1+p f [g(r) - 1]e“‘5‘FdF : (1)

=0.37 to 0.78. The system was allowed to evolve with Monte

Carlo trajectories. Approximately 30 000 sweeps were ini-wherep is the particle’s 2D density related to the area frac-
tially discarded(one sweep is an attempted move per partion A by A=pmd?/4. Equation(1) can be written in the
ticle). The system evolved rapidly toward equilibrium during two-dimensional form as

this process. Structural functions, like the radial distribution

function g(r) and the structure factd3(Q) were monitored

to ascertain if equilibrium had been reached. Our averaging

SQ)=1 +pf r(g(r) — 1Jcod- Qr cosHdadr, (1')

was done over 30 000 sweeps when the system area fractiQhhere g is the integration parameter of angle.
was out of the structural transition range. When the system Tne variation of the first peak amplitude ${Q), Sy, ON
] ax

area fraction was close to the structural transition radge,

both the distance intervalsr/d and spatial frequency inter-

~0.65-0.85, the averaging was done over 60 000 sweepg,|g AQd is within 1%. We chooseAr=0.1d and AQ d

g(r) is calculated with a small interval\r =0.01d, andS(Q)
is calculated withAQ d=0.1, using the standard method
[26].

IV. EXPERIMENTAL RESULTS

A. Structure factor

=0.06 for the following analysis 0%(Q)and S, Figure 3
shows the curves dB(Q) obtained at several different area
fractions. The structure factor curves show oscillatory decay
with spatial frequencyQd, for every area fraction. The peak
positions are at the multiples §fd~ 2 for the hard-sphere
interactions. The amplitudes of the maximum and minimum
increase as the area fraction increases. The second peak

In order to obtain information about particle structures,forms a small bump a&=0.77, then splits between the area
the structure factor was calculated from radial distributionfractions A=0.77 and A=0.84. This is characteristic of

function. Radial distribution functiorg(r), is the probability
of observing a particle at distancdrom a given particle. To
avoid the effect of wall on particle structuf&8], we select
the center region of about dy 40d from original image.
The wholeg(r) curve, except the first peak amplitudg,y,
depends little on the interval widthr; we choseAr=0.1d.

triangular-lattice formation1,18,29,30.

The maxima ofS(Q)are analogues of Bragg peaks in the
crystal diffraction pattern. The first maximurs,,,, is the
index of the density susceptibility at the nearest neighboring
particle. The structural transition has been identified from the
sudden change in th®,,,, behavior as a function of the area

We explored the particle structure through the structure facfraction, A [31]. Our experimental data show that tBg,,

tor S(Q) and the structural ordering parametg,, derived
from it, becauseg,.y IS sensitive to theAr. The structure

reflects less error and is a more accurate method to quantify
the particle structural transition thay,., [32]. We obtained
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FIG. 4. S ax Vs A for experimental metal particles on the silicon FIG. 5. Gg vs A for experimental metal particles on the silicon
surface. A plateau appears at approximatély0.72—-0.73 and surface. A plateau appears at approximaiy0.70-0.72 andsg
Snax=3.2 (long boldface arrow Sudden increases &, ., accom- =0.32(long boldface arrow Gg increases rapidly after the plateau
panied with more scattering appear at approximafe0.80 and and is accompanied by large scattering afet0.74 andGg=0.38
Snax=4 (short boldface arrop Insets are particle configurations (short boldface arroy Insets are the particle bonds within the re-

corresponding t@¢a) A=0.44,(b) A=0.54, and(c) A=0.84. gion of 1 by 10d corresponding tda) A=0.54,(b) A=0.77, and
(c) A=0.84.

the structural paramet&, ., from the amplitude of the first

peak ofS(Q)at each area fraction. neighborsmy of the pth particle.A 6, is the angle difference

Figure 4 shows the trend &., as a function of the area between the bonds connecting particlesind p. Gg is an
fraction, A, with the particle photography shown in the inset. index of the ratio of particles forming the triangular lattice
The S,. increases with the increasiny However, a small and is 1 for the pure triangular lattice. We first calculate the
plateau occurred ah=0.72—-0.73; and beyond the plateau, number of neighboring particles and bonding for each par-
the scatterings i1$,,,, were found to be larger. The slope of ticle, and then determine the value of the bond orientation
Snax iNcreases suddenly aftérreaches 0.80, and is accom- order parar’_neter. . . _
panied with more scattering than in the other regions. The The particle neighbors were determined by the following
scattering reaches a maximum/Ast0.81-0.82 and then de- rule. The triangular-lattice bond is formed when the particle

creases again. separation is smaller than 1.152 particle diametdrg35],
which is the smallest particle separation when a particle has
B. Bond orientation order parameter seven neighborghard-sphere interactionsA bond is a vir-

tual line that is a representation of particle interactions. The

The second peak of th8(Q) curves(Fig. 3 splits into . ; e :
P xperimental particle bondsvithin the region of 1@ by 1ad
two peaks when the area fraction increases from 0.77 to 0'8§tA:0.54, 0.77, 0.8%iare shown in the insets of Fig. 6he

The splitting occurs at the characteristic distance of triangu-. . .
lar lattice. The particle structural evolution from disorder to circles show the schematic of the particles that do not have

order in the triangular lattice motivated us to use the bond)roportional particle diamgters. The .dOtS inside 'ghe circ[es
orientation order parameter with sixfold symmet6, to are the centers of the particles. The lines connecting particle
quantify the structural transitions in 2D systemg,. Here centers are the determined bonddore bonds are formed as

he area fractionA, increases. The particle structure formed

“bond” denotes the imaginary line connecting the centers OQLV the bonds is a combination of square and triangular sym-
two neighboring particles. A configuration possesses a bond= etry atA=0.77 in Fig. 3b). The particles form a triangular

orientation order if the angles between these bonds and attice with some structural defects inside the lattice at the
arbitrary fixed axis are correlated. Mermig3] found that ordered structure with an area fraction A£0.84 in Fig.

although true positional order implies bond-orientation orders(c)

the latter could exist without the former. Figure 5 shows the bond orientation order param&gr
The particle structural transition was observed through th%s a?unction of the area fractiod. TheG increages withga;n
positional order paramete,,., vs A. We will now discuss X 6

the bond orientation order parametg vs A to gain an increasingA. There is a small plateau in the experimental

understanding of the structural transiti@¥%]. Gg is defined curve atA=0.70-0.72, similar to tha't WBinax VS A. GG rap-
idly increases after the plateau and is accompanied by larger

as ;
scatterings.
N¢ nj my—1
1 1 1 LI
Ge=—2> —E( > éeA%) : (2)
Nejzz | Mp=r \Mp— 15 V. DISCUSSION
where the sums are over the number of the fralgsthe The S(Q), Sha{A), andGg(A) were analyzed to rational-

number of particles; in the jth frame, and the number of ize the results of the experiment. Figure 3 shows the experi-
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FIG. 6. Comparison 08, vs A experimental data with the FIG. 7. Comparison 06 vs A experimental data with the lit-
literature[8,9]. Insets are photographs of glass spheres on a glassrature[8,9]. Insets are photographs of glass spheres on a glass
plate (from Ref. [8]) corresponding to (a) liquidlike, A plate (from Ref.[8]) corresponding tda) liquidlike, A=0.62,Gg
=0.62, Spax=2.42, and(b) transition from liquidlike to solidlike, =0.28 and(b) transition from liquidlike to solidlike A=0.82,Gg
A=0.82,55=5.45. Circles are our experimental data and squares(0.58. Circles are our experimental data and squares are data in
are data in Ref8]. Bracket(c) is from the liquidlike to the solid-  Ref.[8]. Bracket(c) is from the liquidlike to the solidlike transition
like transition range in Ref9] (A=0.67-0.73. range in Ref[9] (A=0.67-0.73.

ment's S(Q) derived from the Fourier transform of thigr).  with our results(1.59 mm diameter steel particles on a sili-
The S(Q) show oscillatory decay, and the oscillation ampli- con wafer surface The first photograph that the authors ar-
tude is more pronounced @sincreases. A split appears in gued is liquidlike has an area fraction of 0.6,q IS 2.42
the second maximum betweeh=0.77 andA=0.84. The (Fig. 6) andGg is 0.28(Fig. 7). The authors argued for the
split occurring at the second peak is characteristic oftransition from liquidlike to crystal-like” in the second pho-
triangular-lattice formatioj1,18,29,30. From the observa- tograph, where the area fraction is 0.8, is 5.45 andGg
tion of S(Q) we know that there is particle structure assem-is 0.58. The authors indicated the model exhibits a “gaslike”
bly that is associated with an increasiagWe plotS,.«VSA  structure at a low sphere density. The structure becomes
in Fig. 4 to quantify the coverage of the particles that startgnore “liquidlike” as the sphere density increases and then
this structural transitiof31]. The S, monotonically in-  “crystallization” occurs.
creases with the increasing area fraction. A small plateau Pieranskiet al.[9] used another 2D hard-sphere model in
appears at approximate$,,,.=3.2 andA=0.72-0.73, which  their experiments. They used steel particles which have simi-
indicates the transition in the particle structdfi®m liquid-  lar size to ours but spread them on a plastic surface. diata
like to triangular-lattice crystal-like The curve shows large al. [11] experimented with a similar system of steel particles
scatterings afteS,,,=4(A=0.80. We quantify the sixfold spread on a plastic surface; the steel particles acquired posi-
symmetry formation with a graph g vs A [34] in Fig. 5 tive charges and left negative charges on the dielectric plastic
[the triangular-lattice construction is indicated by the split ofsurface. Pieranslét al. argued the structural transition from
the second peak in tH®(Q)]. It also has a small plateau and a liquidlike to a crystal-like structure happened at an area
a scattering region in about the same area fraction range &action of A=0.67-0.73(marked as bracket in Figs. 6 and
that of S,,(A). The flat region at approximatelz=0.32 7). Our results showed the structural transition occurred at
andA=0.70-0.72 characterizes a structural transition. A flucabout A=0.70-0.73 for the plateau region B,,(A) and
tuation of G; was observed in the 0.Z4A<0.81 region. Gg(A). We cannot compare the results §f,x and Gg be-
This fluctuation ofS,,,,(A) andGg(A) requires more study. A cause they only provided the photographic images of trajec-
possible explanation of the fluctuation is the existence of théories and the pair distribution function. One reason for the
“structural transition region” from a disordered structure toshift of their transition region from ours may be due to the
an ordered structure. presence of charges on the steel particles and the surface of
We compared our two-dimensional hard-sphere experiplastic plate. The effective volume of a charged sphere is
mental data with that found in the literature. Turnbull andhigher than that of a hard sphere, so we expect the particle
Cormia[8] conducted a simple two-dimensional experimen-structure of this charged system to be more ordered than a
tal model by putting glass spheres on a glass plate. The unirard-sphere system. As a result, the structural transition for
form hard spheres moved steadily and at random. We quarcharged spheres is at lower area fraction than that of hard-
titatively analyzed the two photographs given by Turnbullsphere systems.
and Cormia in Figs. 6 and 7. We calculat8d,, and Gg in In order to understand the particle structural transition, we
these two figures and compared them with our experimentatonducted a Monte Carlo simulation in the hard-disc system.
results. Figure 6 0f5,,(A) and Fig. 7 ofGg(A) show that Figure 8 shows the structure fact®(Q)obtained from Fou-
Turnbull and Cormia’s daté4 mm diameter glass particles rier transform of radial distribution functiog(r) at several
on a glass surface, marked as squeaes in good agreement area fractions. Starting from area fractiéi0.69, the sec-
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FIG. 8. Structure factor of 2D hard spheres by Monte Carlo FIG. 10. 2D equation of state compared with the literature
simulation at different area fractions & Curvesa, b, ¢, andd [10,22,37 based on computer simulations. The structural transition
correspond toA=0.45, 0.60, 0.69, 0.71, respectively. Cuniesc, occurs at arouncA=0.69-0.71. TheS, is the system area df
andd are shifted vertically for clarity. The arrow shows the appear-particles at closed packing of triangular lattiG=(\3/2)nd?.
ance of a triangular lattice.

P2p = pkgT(1 + 2A0may , (3
ond peak exhibits a bump and gradually splits into two peaks hereP,p is the 2D pressure angh is the first peak am-

with the increasing area fraction. The bump formation and_. .
. . o . - _plitude of g(r). We summarize our results and others from
split in the second peak is characteristic of triangular-lattice;

oder buldng[116,2030. T paricies appear to have a e [TUEI0ZZ 3 o 10, 0w compuer simuaton
structural transition from the disordered structure to the or—We Know thatgthe tra%sition oceurs at arouhd0.69-0.71 '
dered structure(fluid-solid phase transition in literature § T

[10.27), as seen from the curves of structure factor versugor the narrow transition region with higher fluctuation, one

particle coverage. Figure 9 shows the tren&gf, as a func- can interpret it as the possibility of the occurrence of hexatic
. . . ; )

tion of the area fractionA. S, increases monotonically phase, Wh'Ch. was prethted in KTHNY th_epry. .

with the increasing. S,,., shoots up sharply wheh reaches The experimental dlsorder—qrder transmon occurs in the

0.69 and is accompanied with large scatterings. Etal. reg|02 of g’g te':\uTa;]nd s¢ ?tterlng frt(ra]gmtéA—Oi.Z 0_0'812 n

have argued that the particles are experiencing a structur%”ax( ) andGy(A). The existence of the transition region is a

transition when the slope @&, .(A) suddenly changei81]. r_esult of the coeX|st_ence (_)f voiddislocation$ an_d the par-
L : . . . ticle order. These dislocations were produced in the way we
The hard disc in Monte Carlo simulations built a triangu-

lar lattice atA=0.69, where the bump and splitting 8{Q) ﬁondqcted the experiment. This may cause the format.ion of
: . exatic structuréKTHNY theory). As shown in some region
began(Fig. 8 and the slope 0Bya(A) suddenly increased of Fig. 2(B), even if we have a perfect ordered structure of
(Fig. 9. In order to compare our results with computer simu—2D tr?én ulr;lr lattice in the articFI)e image, it can form a dis-
lation data in literature, we calculate the 2D pressure frorr] " gt ture by mi - P ? I inside. The two-
the datag,.{(A) according to the following “equation of ocation structure by missing Some particles inside. 1he two
state” for 2D hard spherd@5,36; stage mel_tmg the(_)_ry .|s on phase transition, driven by thgr-
modynamics stability; the structural transition observed in
our study is driven by mechanical equilibrium. The disloca-
tions in particle structure slowly disappear with increasing
b particle area fraction during the transition region. At this mo-
ment, we cannot quantify the type of this transition region.
We compare the radial distribution functiog(r), be-
/ tween the Monte Carlo simulation and experimental results
at two different area fractions &=0.67 andA=0.75 in Fig.
11. The inset snapshots represent the particle configurations
f in these coverage for experiment and simulation. The detail
B analysis of Fig. 1(A) shows agreement between experiment
and simulation at the low area fraction 8=0.67. At the
high area fraction oA=0.75 as shown in Fig. 1B), theg(r)
062 064 066 068 070 072 of Monte Carlo simulation has more oscillatory peak and
A larger peak amplitude than the experiment. The split in the
second peak indicates that the particles form a hexagonal
FIG. 9. Syax VS A of 2D hard spheres by Monte Carlo simula- packing in Monte Carlo simulation &=0.75, but the ex-
tion. Syax Shoots up sharply wheA reaches about 0.69 and is perimental results do not show such a split. The snapshot for
accompanied with large scatteringsdicated by the arroyw experimental particles depicts a lot of dislocatignsarked

|
\
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FIG. 11. Comparison between experiment and Monte Carlo simulations in particle configuration and radial distribution function at two
different area fractiongA) A=0.67,(B) A=0.75. The particle configurations are shown with dimension dft3020d. The circled areas in
the experimental configuration ¢B) indicate the dislocations.

by the drawn circles which are absent in simulation. ticle, we moved all the particles at the same tif88]. The
The discrepancy between the experimental and Montgranular particles have the tendency to form “a rather cold

Carlo results at high particle coverage is due to the mannetlump of material in a correlated motiofil4] due to their

how the particle structure was formed. The particle packingailure in “equipartition of energy[39]. Similar to the ob-

evolution was allowed during the shaking movement. Sinc&ervation of StraRburger and Rehbéig], particle cluster-

the shaking was applied on the whole system instead of Ofhg and dislocation in our experiment became more pro-

an individual particle, we moved all the particles at the sameyounced at higher area fractions.

time [38]. However, each particle moves individually when

we did computer simulation; the particle would find place

where the algorithm determined its minimum energy. When VI. CONCLUSIONS

we conducted experiment at low area fraction, the particles

have more space to move, therefore have higher possibility We investigated the two-dimensional hard-sphere struc-

to find the place with low energy. However, at high areatural transitions by conducting granular experiments and the

fraction, when we conducted the experiment, the particledonte Carlo simulations. The second peaksS¢Q) gradu-

had less freedom and less possibility to find place with lowally split, indicating the particles are forming a triangular

energy. As a result, particles are less structured comparddttice. We quantified the particle coverage at which the

with those in Monte Carlo simulation. structural transition region occurs by observing the curves of
Shaking the platform is a requirement for a “driven” Syad{A) and Gg(A). The flat parts occurring at both curves

granular systerfil6], which supplies the particles kinetic en- identify the structural transition occurring at aboit

ergy lost through friction and sustains the system in a me=0.70-0.73 S,5=3.2 andGg=0.32. Afterwards, the curves

chanic stability. Besides creating the particle movementshow steep increases accompanied with a large amount of

shaking platform also serves another important role of enscattering.

abling particles to explore the configuration spat#]. The Our experimental results are in good quantitative agree-

experimental particles are driven by mechanic stability;ment with the 2D hard-sphere experiments in R8f. The

whereas particles in the Monte Carlo simulation are driverexperimental data for the order paramete8g,, and Gg,

by thermodynamic consideration. Since the shaking was apwere analyzed from their photographs and fall on our experi-

plied on the whole system instead of on an individual par-mental curves 0f,,(A) and G¢(A). Pieranski's[9] 2D ex-
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periments also show good qualitative agreement with ouwhen shaking the whole system; in contrast to each particle
results by introducing the concept of effective volume formoving individually in simulation. At high area fraction, the
charged particles. StraBburger and Rehbef8 experi- particles have less freedom and less possibility to find place
ments have similar particle clustering and dislocation as obwith low energy. As a result, particles are less structured
served in our experiment at higher area fractions. compared with those in Monte Carlo simulation.

Our experimental and the Monte Carlo simulation results
for g(r) show good agreement at low area fractions. At high
area fraction, the particles in the experiments form more
clusters and vacancies than the particles in Monte Carlo The authors thank A. Trokhymchuk for helpful discus-
simulations, which were created in experiment with shakingsion. The financial support provided by the National Science
the platform. We moved all the particles at the same timd~oundation is gratefully acknowledged.
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