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We propose a new communication scheme that uses time-delayed chaotic systems with delay time modula-
tion. In this method, the transmitter encodes a message as an additional modulation of the delay time and then
the receiver decodes the message by tracking the delay time. We demonstrate our communication scheme in a
system of coupled logistic maps. Also we discuss the error of the transferred message due to an external noise
and present its correction method.
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The fact that a chaotic system, which intrinsically pos-
seses unpredictability and a broad band spectrum, can be
synchronizedf1–3g has led people to assume that a chaotic
system would provide better security in communication than
other cryptographic schemes previously proposed. Since the
first demonstration of its possibility in an electronic circuit
f4g, chaos communication has been extensively investigated
and correspondingly various methods for masking the mes-
sage have been developedf5g. It was shown, however, that
the message, when masked by a chaotic signal from a low-
dimensional chaotic system, can be extractedf6g. Further, it
was reported that even when the message is masked by a
hyperchaotic signal, it can be extracted by using nonlinear
dynamic forecasting as far as the local dynamics does not
reflect more complicated dynamics significantlyf7g.

A cure for the weakness of the conventional chaos com-
munication was to develop methods using synchronization of
time-delayed systemsf8–13g. Despite the small number of
physical degrees of freedom, the time-delayed system has the
advantage of possessing the property of high-dimensional
hyperchaos which can be easily implemented electronically
f9g. This made the communication using time-delayed sys-
tems attract much attentionf9,10g. However, it was again
reported that delay timet can be also detected by analyzing
the transmitted signal and that in such a case the recon-
structed phase space of the time-delayed system collapses
into low-dimensional manifoldf14g. On this discovery, it
was demonstrated that the message masked by the signal of
time-delayed system can be extracted even in the presence of
message signal of small amplitudef15g. So far almost all of
the methods proposed for chaos communication have been
broken by their successive counter examples. This fact has
spurred a debate on the general assumptions on a chaotic
system.

Meanwhile, a time-delayed system with delay time modu-
lation sDTMd in which the delay time is driven by chaotic or
stochastic signal for the purpose of making the delay time
undetectable was introducedf16g. It was analyzed that a
phase space reconstruction is hardly possible in that case
f17g because DTM significantly increases the complexity of
an attractor and it renders the delay time undeterminable.
The report that robust synchronization can be established

between two coupled chaotic systems with DTM calls atten-
tion to a time-delayed system with DTM as an ideal candi-
date for communication. In the synchronization with DTM,
the system consists of two parties. One is a transmitter,
which is a time-delayed system with delay time modulation

ẋ = f„xstd,xst − td…, t = g„xstd,t…, s1d

where g(xstd ,t) is the modulation function. The other is a
receiver which is a time-delayed system driven by the signal
xst−td from the transmitter:

ẋ8 = f„x8std,xst − td…. s2d

Even though the modulation works only at the transmitter
side, it has been found that the receiver is synchronized with
the transmitter by the signalxst−td f16g.

In this paper, we propose a communication method that
hides a message into the delay time of time-delayed systems
with DTM. In our method the transmitter encodes the mes-
sage as an additional modulation of the delay time by which
we overcome the drawbacks in the previous schemes. The
receiver decodes the message by identifying the modulated
delay time with a delay buffer.

First, we shall describe the proposed scheme conceptually
and demonstrate it in two coupled logistic maps. The trans-
mitter is given by

ẋ = f„x,xst − t̃d…, t = gsxd, t̃ = t + mstd, s3d

where we callt the bare delay time which is modulated by
the functiongsxd and t̃ the genuine delay time which in-
cludes the messagemstd. Here we start by supposing that the
gsxd depends only on the state variablex, and thatgsxd is
announced in public. Even if random people knowgsxd, they
can not get bare delay timet because for that they also need
to know the synchronized state variablex. Now we consider
the case that the transmitter and receiver are already synchro-
nized after some transient time. For communication, the
transmitter sendsx* ;xst− t̃d which includes the encoded
message. We emphasize here that our encoding method is
fundamentally different from the previous ones. Up to now,
in the conventional methodsf5g the encoding of the message
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was usually done by perturbing the real trajectory of the
chaotic signal such thatx̄=x+m. Accordingly, the message
could be extracted by identifying the fluctuations of the re-
constructed trajectory on phase space or return mapf7g.
Moreover, because the message plays a role of effective
noise which degrades the quality of synchronization, the sys-
tem should have fast relaxation to the attractor to keep the
communication quality, which potentially increases vulner-
ability f5,6g. On the other hand, in our scheme, the message
is encoded as a modulation of the delay time such thatx̄
=x(t−st+md) which is just the temporal shifting of the origi-
nal trajectory depending on the messagem. Therefore the
amplitude of a message needs not to be small. Furthermore,
since the delay time including the message changes the genu-
ine characteristics of the attractor such as the embedding
dimension and the complexity through the modulation of the
delay timef17g, the message is constituted into the attractor
itself rather than a perturbation.

To decode the message, the receiver should preserve the
history of its own trajectory for the time intervalft−tm,tg in
the delay buffer which is denoted by the symbolhx8figjt−tm

t ,
wheretm=maxtstd, i P f0,Ng. HereN=ftm/dtg wheredt is a
sampling step, andfxg is the largest integer less thanx. For
tracking the delay time, the receiver defines the delay iden-
tification measure:

Msi,ed = e − ux* − hx8figjt−tm

t u, s4d

wheree is the predefined threshold for the identification and
u¯u is the absolute value. The receiver can find the value of
t̃ by finding the indexi* , which maximizes the delay identi-
fication measure such thatMsi* ,edùMsi ,ed for i P f0,N
−1g. Accordingly, the two delay times, i.e., bare and genuine
delay times, can be obtained following the procedure

ẋ8 = f„x8,xst − t̃d…, t8 = gsx8d, t̃8 =
i*

N
tm, s5d

and then the message hidden in the delay time can be de-
coded at the receiver side such thatm8std= t̃8−t8. Since we
have supposed that, the two systems in our scheme are syn-
chronized, the state variables and the delay times are coin-
cided with each other, i.e.,x=x8, t=t8, and t̃= t̃8. Thus the
decoded message at the receiver sidem8std is equal to the
original messagemstd.

In conventional schemes, since the message is encoded as
a deviation from the synchronized trajectory, the encoded
message can be partly decoded through the synchronized
windows in such cases as a different system is located on the
intermittently synchronized phase. However, in our scheme,
even if a different system is located on the intermittently
synchronized phase, the message is completely unknown, be-
cause the message is not a deviation from the synchroniza-
tion manifold. Another strength of this scheme is that the
delay time is represented by the integer even if one uses a
chaotic flow for transmitter and receiver, because delay time
is actually an indicator of a position of the previous state. For
that reason, digital data can be directly encoded and decoded
in this scheme.

For demonstration, we consider two logistic maps

5xn+1 = lx̄ns1 − x̄nd,

t = fLxng,

t̃ = t + mmodtm,
6 transmitter, s6d

where we takegsxd=fLxg and

5
xn+18 = lx̄n8s1 − x̄n8d,

t8 = fLxn8g,

t̃8 = i* ,

m8 = t̃8 − t8 modtm,
6 receiver, s7d

where x̄n=s1−adxn+axn−t̃ and x̄n8=s1−adxn8+axn−t̃ and we
takel=4.0. Herei P f0,tm−1g and i* is the identified index
which maximizes the delay identification measurefEq. s4dg.
Figure 1 shows the temporal behaviors of the two coupled
systems with a null message, i.e.,m=0. While the difference
x−x8 between the two state variables shows the intermittent
chaotic bursting below the synchronization thresholdfFig.

FIG. 2. sColor onlined sad The conditional Lyapunov exponent
lc as a function ofL and a. sbd The contour plot in thesL ,ad
space. Here the colors indicate the different values oflc.

FIG. 1. Temporal behaviors of the coupled systems in Eqs.s6d
and s7d, when L=100. sad The modulated delay time. The differ-
ence of two state variables:x−x8 sbd below the thresholda=0.28
and scd above the thresholda=0.33.
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1sbdg, it converges fast to the synchronization manifoldx
−x8=0 above the thresholdfFig. 1scdg.

To analyze the critical behaviors of the two coupled cha-
otic systems we find the difference motion such thatDXn+1
=ls1−ad(1−sx̄n+ x̄n8d)DXn, where DXn=xn−xn8. The condi-
tional Lyapunovlc, which determines the synchronization
threshold, can be found by following the standard procedure:
lc=limn→`s1/ndlnuDXn/DX0u.

Figure 2 shows conditional Lyapunov exponent as a func-
tion of coupling strengtha and modulation amplitudeL.
One sees that the conditional Lyapunov exponent becomes
negative abovea=0.32 for allLP f3,100g and it means two
coupled systems are synchronized in that regime. On the
other hand, if the modulation amplitude is relatively small,
i.e.,L,3, synchronization is established in the stronger cou-
pling, i.e.,a.0.48 and some synchronization islands appear
in the regimeLP f3,18g andaø0.32 fsee the contour plot
in Fig. 2sbdg.

Figure 3 shows the temporal behavior and statistical prop-
erties of the transmitted signal with an example of the mes-
sage transfer. The transmitted signalxn−t̃ is shown in Fig.
3sad and the autocorrelation function of the signal is pre-
sented in Fig. 3sbd. Figure 3scd shows the probability distri-
bution functionP of the transmitted signalxn−t̃, which is a
normalized histogram of the projected trajectory onto the
xn−t̃ axis in n versusxn−t̃ plot fFig. 3sadg. Since the autocor-
relation function isd-correlated, one can see that the system
looks random to an eavesdropper. Figure 3sdd is the original
message encoded at the transmitter andsed is the message
decoded at the receiver. Consideration of the effects of noise
in the transmission channel is essential in regard to real ap-
plication and implementation.

The noise in the transmission channeljn induces the dis-
tortion at receiver side such thatx̂* =x* +jn, x̂n8=xn8+Osajnd.
The distortion is propagated into the delay identification

measure such thatM̂si ,ed=e− ux̂* −hx̂8figjn−tm

n u. So the possi-

bility exists that the identified indexi* can be determined
incorrectly due to the external noise. Figure 4 shows how the
external noise has an effect on the message transfer in our
scheme. The original message is presented in Fig. 4sad and
the decoded messages with different values of the thresholde
for delay time identification are presented in Figs. 4sbd–4sdd.
One can see that the transferred bits are intermittently flipped
as shown in Figs. 4scd and 4sdd ssee the arrowsd.

FIG. 5. sColor onlined The average decoding errors for different
noise amplitudes as a function of the thresholde, where the points
below 10−6.0 are zero. Each datum point is the result of 106 bit
transfer. Circles: maxsjd=10−6; squares: maxsjd=10−7; diamonds:
maxsjd=10−8.
sad Without the error correction.sbd With the error correctionssee
Ref. f18gd.

FIG. 3. sColor onlined sad The transmitted signal including the
messagem at a=0.7,L=100, ande=10−8. sbd The autocorrelation
of the transmitted signal, which showsd function shape.scd The
probability distribution function of the transmitted signalxn−t̃. sdd
The original message at transmitter side.sed The decoded message
at receiver side.

FIG. 4. sColor onlined The decoded messages for different val-
ues of the thresholde in the presence of noise of maxsjnd=10−6. sad
The original message.sbd The decoded message withe=2.5
310−5. scd With e=2.0310−5. sdd With e=1.5310−5. The arrows
in scd andsdd indicate the bit-flipped events in the decoded message.
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To clarify the role of the noisejn in our scheme and the
relationship with the thresholde, we evaluate the average
decoding error, which is defined by the number of flipped
bits divided by the total number of transferred bits. Figure
5sad shows the decoding error as a function of the threshold
e in the presence of external noise. The decoding error is
decreased as the threshold is increased. Figure 5sbd shows
the data on the application of the error correction method
f18g. With the proper threshold, the receiver can decode the
message completely even in the presence of external noise.

It is worth discussing the possibility of eavesdropping for
the proposed scheme. The eavesdropper can accumulate the
transmitted signalxst− t̃d, which is the temporally shuffled
signal of the synchronized state variablexstd. Accordingly
the eavesdropper can not reconstruct the phase space cor-
rectly f17g, because the information of the phase space is
preserved only when the temporal ordering of the signal is
kept. Even if one succeeds in reconstructing the phase space,
the message is not separable as mentioned above. For the
eavesdropper to identify the genuine delay timet̃, the con-
struction of the delay buffer is the most essential procedure.
The eavesdropper, however, always gets the fake delay
buffer hx̃figjt−tm

t in which the temporal order is mixed. Ac-
cordingly the eavesdropper reads the incorrect genuine delay

time t̃ from it. Furthermore, since the synchronized state
variable x is never exposed outside the transmitter or the
receiver in our scheme, the eavesdropper cannot find the bare
delay timet also, which is the function of synchronized state
variablex.

In conclusion, we have proposed a communication
scheme which enables one to encode and decode the desired
message using the time-delayed system in the presence of
delay time modulation. Our scheme is fundamentally differ-
ent from the conventional ones in that, in our scheme, since
the message is encoded as a modulation of the delay time
fEq. s3dg, it does not degrade the quality of the synchroniza-
tion. The transferred message is decoded just by comparing
the transmitted signal with the history of the trajectory stored
in the delay bufferfEqs.s4d ands5dg. We have demonstrated
the proposed scheme in coupled simple maps and we have
also shown that the scheme works even in the presence of
external noise just with a simple algorithm for the error cor-
rection. We expect our scheme can be used to implement the
real communication system with better performance and
enhanced security.
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