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Encryption with synchronized time-delayed systems
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We propose a new communication scheme that uses time-delayed chaotic systems with delay time modula-
tion. In this method, the transmitter encodes a message as an additional modulation of the delay time and then
the receiver decodes the message by tracking the delay time. We demonstrate our communication scheme in a
system of coupled logistic maps. Also we discuss the error of the transferred message due to an external noise
and present its correction method.
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The fact that a chaotic system, which intrinsically pos-between two coupled chaotic systems with DTM calls atten-
seses unpredictability and a broad band spectrum, can hi®n to a time-delayed system with DTM as an ideal candi-
synchronized 1-3] has led people to assume that a chaoticdate for communication. In the synchronization with DTM,
system would provide better security in communication tharthe system consists of two parties. One is a transmitter,

other cryptographic schemes previously proposed. Since thghich is a time-delayed system with delay time modulation
first demonstration of its possibility in an electronic circuit

[4], chaos communication has been extensively investigated x=f(x(t),x(t= 7)), 7=g(x(1),1), (1)

zggecﬁg\?j pb%nedr:ngén;%g%é |T§JQSO ﬁécxnr’nﬁgwggetﬁ?hr‘:teswher'e g(x(t).,t) js thg modulation function.'The other i; a

the message, when masked by a chaotic signal from a low€Cever which is a tlme_-delayed system driven by the signal

dimensional chaotic system, can be extrad@id Further, it~ X(t—7) from the transmitter:

was reported that even when the message is masked by a K = £ (0. x(t = 7)) 2

hyperchaotic signal, it can be extracted by using nonlinear ’ -

dynamic forecasting as far as the local dynamics does natven though the modulation works only at the transmitter

reflect more complicated dynamics significar{th. side, it has been found that the receiver is synchronized with
A cure for the weakness of the conventional chaos comine transmitter by the signalt—-r7) [16].

munication was to develop methods using synchronization of |, this paper, we propose a communication method that

time-_delayed systemiB—13). Desp_ite the small number of |ijeq 5 message into the delay time of time-delayed systems
physical degrees of freedom, the time-delayed system has ﬂ?}ﬁth DTM. In our method the transmitter encodes the mes-
advantage of possessing the property of h|gh—d|men5|on%age as an additional modulation of the delay time by which

hyperchaos which can be e{;\sny |mplgmented electromcallxve overcome the drawbacks in the previous schemes. The
[9]. This made the communication using time-delayed sys-

tems attract much attentiof®,10]. However, it was again receiver decodes the message by identifying the modulated

: . delay time with a delay buffer.
reported that delay time can be also detected by analyzing ; 4
) : . First, we shall describe the proposed scheme conceptually
the transmitted signal and that in such a case the recon-

structed phase space of the time-delayed system collapsggd demonstrate it in two coupled logistic maps. The trans-

into low-dimensional manifold14]. On this discovery, it mitter is given by
was demonstrated that the message masked by the signal of x=f(xxt-7), 7=9g(x), 7=7+m), (3)
time-delayed system can be extracted even in the presence of . S
message signal of small amplitufts]. So far almost all of ~Where we callr the bare delay time which is modulated by
the methods proposed for chaos communication have bedhRe functiong(x) andr the genuine delay time which in-
broken by their successive counter examples. This fact ha@udes the message(t). Here we start by supposing that the
spurred a debate on the general assumptions on a chaofitx) depends only on the state variableand thatg(x) is
system. announced in public. Even if random people kngix), they
Meanwhile, a time-delayed system with delay time modu-can not get bare delay timebecause for that they also need
lation (DTM) in which the delay time is driven by chaotic or to know the synchronized state variableNow we consider
stochastic signal for the purpose of making the delay timéhe case that the transmitter and receiver are already synchro-
undetectable was introducdd6]. It was analyzed that a nized after some transient time. For communication, the
phase space reconstruction is hardly possible in that cageansmitter sendx" =x(t-7) which includes the encoded
[17] because DTM significantly increases the complexity ofmessage. We emphasize here that our encoding method is
an attractor and it renders the delay time undeterminabldundamentally different from the previous ones. Up to now,
The report that robust synchronization can be establisheith the conventional method§] the encoding of the message
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was usually done by perturbing the real trajectory of the ' JEN R e
chaotic signal such that=x+m. Accordingly, the message , e
could be extracted by identifying the fluctuations of the re-
constructed trajectory on phase space or return fap
Moreover, because the message plays a role of effective
noise which degrades the quality of synchronization, the sys-_ s
tem should have fast relaxation to the attractor to keep the, o
communication quality, which potentially increases vulner- 05 1
ability [5,6]. On the other hand, in our scheme, the message ' o 20 40 60 50 1000 1200 1400
is encoded as a modulation of the delay time such xhat ' ' ' ' ' ' '
=x(t-(7+m)) which is just the temporal shifting of the origi- = 0

nal trajectory depending on the messageTherefore the R os

amplitude of a message needs not to be small. Furthermore . ,LL . e L L
since the delay time including the message changes the geni

ine characteristics of the attractor such as the embeddiny
dimension and the complexity through the modulation of the £ 1. Temporal behaviors of the coupled systems in Egs.
delay time[17], the message is constituted into the attractorang (7), when A=100. (a) The modulated delay time. The differ-
itself rather than a perturbation. ence of two state variablex=x’ (b) below the thresholdv=0.28

To decode the message, the receiver should preserve thgd(c) above the threshold=0.33.

history of its own trajectory for the time intervii—r,,t] in
the delay buffer which is denoted by the syml{)xfl[i]}i_Tm,

wherer,=max(t), i € [0,N]. HereN=[ 7,/ &] wheredt is a

(a)

1 ®

©

Iteration n

Xn+l = )\le(l _Yn) 1

sampling step, anfi] is the largest integer less thanFor 7=[Axl, transmitter, (6)
tracking the delay time, the receiver defines the delay iden- 7=7+mmod 7y,
tification measure:
. . ot where we takey(x)=[Ax] and
MG €)= e= X" = {x'[iTh, |, (4)
wheree is the predefined threshold for the identification and Xne1 = MG(L X)),
|--+| is the absolute value. The receiver can find the value of 7 =[Ax/],

7 by finding the index”, which maximizes the delay identi- receiver, ()

fication measure such tha¥l(i*,e)=M(i,e) for i e[0,N
-1]. Accordingly, the two delay times, i.e., bare and genuine
delay times, can be obtained following the procedure

~ .k
7 =i,

[ ] !
m’ =7" = 7 mod 7,

where x,=(1-a)X,+aX,= and X, =(1-a)x,+ax, and we
takeA=4.0. Herei [0,7,,—1] andi” is the identified index
which maximizes the delay identification measlitg. (4)].

. . _ Figure 1 shows the temporal behaviors of the two coupled
and then the mes_sage_h|dden in the dglay t|me_ can be dgystems with a null message, i.s=0. While the difference
coded at the receiver side such thal(t)=7'-7". Since we  ,_ . horeen the two state variables shows the intermittent

have supposed that, the two systems in our scheme are SYlaotic pursting below the synchronization threshy.
chronized, the state variables and the delay times are coin-

cided with each other, i.ex=x’, 7=7', and7=7". Thus the
decoded message at the receiver sid€t) is equal to the
original messagen(t).

In conventional schemes, since the message is encoded i
a deviation from the synchronized trajectory, the encoded
message can be partly decoded through the synchronize}\c
windows in such cases as a different system is located on th'
intermittently synchronized phase. However, in our scheme,
even if a different system is located on the intermittently
synchronized phase, the message is completely unknown, b
cause the message is not a deviation from the synchronize
tion manifold. Another strength of this scheme is that the
delay time is represented by the integer even if one uses i
chaotic flow for transmitter and receiver, because delay time
is actually an indicator of a position of the previous state. For
that reason, digital data can be directly encoded and decoded FIG. 2. (Color onling (a) The conditional Lyapunov exponent
in this scheme. \¢ as a function ofA and a. (b) The contour plot in thgA, @)

For demonstration, we consider two logistic maps space. Here the colors indicate the different values.of

s

= x(t=7), 7 =g(x), ?’='Nrm, (5)
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. . . . ) FIG. 4. (Color onling The decoded messages for different val-
FIG. 3. (Color onling (a) The transmitted signal |nclud|ng. the yes of the threshold in the presence of noise of m@y)=107°. (a)
messagen at«=0.7,A=100, ande=1078. (b) The autocorrelation The origina| message(b) The decoded message wite=2.5
of the transmitted signal, which show&function shape(c) The X 1075, (c) With €=2.0x 107°. (d) With e=1.5X 107°. The arrows

probability distribution function of the transmitted sign@ls. (d) i (c) and(d) indicate the bit-flipped events in the decoded message.
The original message at transmitter si@l®. The decoded message

at receiver side. bility exists that the identified indeX can be determined

1(b)], it converges fast to the synchronization manifald incorrectly o_Iue to the external noise. Figure 4 shows hoyv the
~x'=0 above the thresholtFig. 1(c)]. external noise has an effect on the message transfer in our

To analyze the critical behaviors of the two coupled cha-Scheme. The original message is presented in Kig.ahd
otic systems we find the difference motion such that,,, the decoded messages with different values of the threghold
=\(1-a)(1-(x+X))AX,, where AX. =x,~x’. The condi- for delay time identification are presented in Fig&)44(d).
tional Lyapunovi " which determines the nsynchronization One can see that the transferred bits are intermittently flipped
Cc

threshold, can be found by following the standard procedure‘"?lS shown in Figs. @) and 4d) (see the arrows

Ne=limp_..(1/n)In|AX,/AX|.

Figure 2 shows conditional Lyapunov exponent as a func- 10
tion of coupling strengthe and modulation amplitude\.
One sees that the conditional Lyapunov exponent become 20
negative abover=0.32 for allA €[3,100 and it means two 1
coupled systems are synchronized in that regime. On the2
other hand, if the modulation amplitude is relatively small, [ 540
i.e., A <3, synchronization is established in the stronger cou- %0
pling, i.e.,a>0.48 and some synchronization islands appear.5
in the regimeA e [3,18] and @<0.32[see the contour plot 2 10*° 5 p o P s
in Fig. 2b)]. 10 '

0.0

T T TTTITT T T 1T T T TTTIT

(a)

l 1

g

107 10
Figure 3 shows the temporal behavior and statistical prop-;  10* T T

erties of the transmitted signal with an example of the mes- 20

sage transfer. The transmitted sigmal: is shown in Fig. 5 (b)

3(a) and the autocorrelation function of the signal is pre- E 10

sented in Fig. ). Figure 3c) shows the probability distri-

bution functionP of the transmitted signat,_~, which is a 06

normalized histogram of the projected trajectory onto the

Xn axis inn versusx, - plot [Fig. 3(@)]. Since the autocor- ]

relation function iss-correlated, one can see that the system 6.0 L I M L I “

looks random to an eavesdropper. Figufd)3s the original 107 107 10 107

message encoded at the transmitter égds the message €

ﬁ}e,ﬁ?ed?gr?;r%gsl}i%eg;‘e;nr?;nizlcéi;aetlrﬁ?aﬁf;rﬁgeggcg ?é:loells? .FIG. 5. (_Color online The_ average decoding errors for diﬁerent
L - . noise amplitudes as a function of the threshaldvhere the points

plication and implementation.

h ise in the t e h ind the di below 10%° are zero. Each datum point is the result of b@
'€ noise in the transmission ¢ :’:mr&ﬁ IAn, uc’es € dIS- yansfer. Circles: ma¥) =10 squares: ma¥)=10"; diamonds:
tortion at receiver side such that=x +¢,, X, =x,+0(a§,). max(£)=108.

The distortion is propagated into the delay identification g without the error correction(b) With the error correctiorisee

measure such thad (i ,e)=e—|>“<*—{>“<’[i]}2_,m|. So the possi- Ref.[18]).
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To clarify the role of the nois&, in our scheme and the time 7 from it. Furthermore, since the synchronized state
relationship with the threshold, we evaluate the average variable x is never exposed outside the transmitter or the
decoding error, which is defined by the number of flippedreceiver in our scheme, the eavesdropper cannot find the bare

bits divided by the total number of transferred bits. Figurege|ay timer also, which is the function of synchronized state
5(a) shows the decoding error as a function of the thresholq,5iaplex.

€ in the presence of external noise. The decoding error is |, <onclusion. we have proposed a communication

decreased as the threshold is increased. Figise shows Ci:heme which enables one to encode and decode the desired

the data on the application of the error correction metho essage using the time-delayed system in the presence of

[18]. With the proper threshold, the receiver can decode Fh%elay time modulation. Our scheme is fundamentally differ-
message completely even in the presence of external noise.

It is worth discussing the possibility of eavesdropping forent from the conventional ones in that, in our scheme, since

the proposed scheme. The eavesdropper can accumulate m3ess_?%e is entctc)jded gs t"; modull_?tio?tﬁf the dhelay_ time
transmitted signak(t—7), which is the temporally shuffled g.(3)], it does not degrade the quality of the synchroniza-

signal of the synchronized state variabi@). Accordingly tion. The transferred message is decoded just by comparing

the transmitted signal with the history of the trajectory stored
the eavesdropper can not reconstruct the phase space Ol he delay buffefEqs.(4) and(5)]. We have demonstrated

rectly [17], because the information of the phase space .i§he proposed scheme in coupled simple maps and we have

preserved only when the temporal ordering of the signal 'Jso shown that the scheme works even in the presence of

fﬁgt}ni\ézg 'feoir;erfgfg?g?;&fggn;tgrﬁitg;]geéhzgg\?seFsopraf%éternal noise just with a simple algorithm for the error cor-
cavesdro ger o identif)F/) the genuine delay tifndhe cbn- ection. We expect our scheme can be used to implement the
>aropp 9 y tim real communication system with better performance and
struction of the delay buffer is the most essential procedure :
énhanced security.

The eavesdropper, however, always gets the fake delay
buffer &[i]}{_fm in which the temporal order is mixed. Ac-  This work is supported by Creative Research Initiatives of

cordingly the eavesdropper reads the incorrect genuine deldiie Korean Ministry of Science and Technology.
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