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Should “lane formation” occur systematically in driven liquids and colloids?
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We report on nonequilibrium molecular dynamics simulations of binary mixtures of particles in a color field.
Both nonequilibrium molecular dynamics and Brownian dynamics generally assume that the mechanical noise
is of thermal origin only and that, at a given temperature, its amplitude remains constant however strong the
applied field is. We show that this postulate systematically results in the strong ordering of particles into lanes.
By applying a nonequilibrium molecular dynamics method which does not exert any constraint on the noise
amplitude, we show that releasing this constraint prevents the systematic “lane formation” from occurring. We
observe the onset of density inhomogeneities and jamming instead. This behavior is reminiscent of the shear-
thickening regime observed experimentally on colloidal suspensions and in simulations taking into account
hydrodynamic interactions.
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I. INTRODUCTION the experimental findings. Some experiments report a strong

Most natural phenomena occur under nonequilibrium Conprdering, similar to that obtained in simulations, in colloidal
ditions. Many aspects of nonequilibrium systems are still noSUSPensions subjected to high shear r4@d). However,
well understood. For instance, nonequilibrium phase transiother experiments indicate that a dramatically different be-
tions in liquids and colloidal suspensiof®ibjected to shear havior can also be observed. They report the formation of
or driven by an external fieldare far more complex than clusters of particles when the fluid is subjected to high shear

their equilibrium counterpart. In a three-dimensional crystalatés[20,21. The onset of clustering is accompanied by a

melting occurs through a single first-order transition. WherSIEEP increase in viscositglso called shear thickeningiVe

subjected to shear, crystalline colloidal suspensions Iosgggg?ltiﬁr_t?it ;agﬁarfogggﬁg);serﬁssgtsscogi]t g]sethgﬂgﬂzléeof
crystalline order in stages, passing through a series of pa articles in(.JIe.’past eagh other with very Iittlg frictip2e]

tially ordered intermediate phases before the disordered Iicf-) The aim of this work is to show that incorrect aséump—
uid phase is obtainefll]. Simulation techniques, such as tio

o . . ns, common to conventional NEBD and NEMD methods,
nonequilibrium molecular dynamiddNEMD) and nonequi-  eqit in the systematic occurrence of lane formation. Hel-

librium Brownian dynamicNEBD), allow a direct obser-  ping et al.[18] indicate that lane formation occurs at a small
vation of the microscopic mechanisms underlying these tranygise-to-field ratio. Both NEBD and NEMD methods rely on
sitions and should be able to shed light on these phenomenge assumption that the amplitude of mechanical noise is
An inspection of the literature shows that simulations al-constant however strong the external field is. In NEBD meth-
most systematically predict the organization of the fluid intoods, the amplitude of random forces, describing the effect of
highly ordered phases for strong external fields. When a fluidhe solvent on colloidal particles, is a function of the friction
is subjected to high shear rates, a “string phase” forms, asoefficient and of the temperature. Similarly, in NEMD
particles align into lines along the flow directid—9]. methods, the amplitude of velocity fluctuations is generally
When a binary mixture of “positively and negatively fixed through a kinetic thermostat, which accounts for the
charged” particle§10] is coupled to a strong external figld  dissipation of heat and allows the system to reach a steady
system also termed as subjected to a “color figldl]), state. At a given temperature, the noise amplitude is kept
“lanes” of particles form, as the system separates into(two constant in both methods, regardless of the intensity of the
more blocks of particles of the same color moving in oppo-field. Increasing the field intensity leads to lower noise-to-
site directions[12-16. A third related phenomenon is the field ratio and inevitably results in lane formation for strong
so-called “reentrant freezind'14,17], which indicates that enough fields.
the equilibrium crystal first melts into a liquid for weak ex-  Conventional NEBD and NEMD methods postulate that
ternal fields and then rearranges into a liquid crystallinemechanical noise can only be of thermal origin. However,
phase for strong external fields. In the liquid crystallinemechanical noise is partly of hydrodynamic origin. While
phase, the fluid is organized into layers which move indepenhydrodynamic effects are certainly negligible for low fields,
dently from each other at the velocity imposed by the appliedhe hydrodynamic contribution to the mechanical noise be-
shear ratg(or, in the case of colored particles, in opposite comes significant for strong fields, in the very range of fields
directions according to the sign with which they couple tofor which lane formation is observed. Several studies support
the external fiell These three phenomena are actually octhe significance of these hydrodynamic effects. By applying
currences of a general type of transition, refered to as “lana stability analysis to a simple liquid subjected to shear,
formation” by Helbing and co-workers in the field of pedes- McWhirter [23] showed that, at high shear rates, secondary
trian dynamicq18]. The quasisystematic occurrence of laneflow profiles develop along the flow direction and in direc-
formation in NEBD and NEMD simulations contrasts with tions perpendicular to the flow. Moreover, in NEBD calcula-
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tions, adding the hydrodynamic contribution enables us tgarticle exclusion diametes. Simulations were all carried
recover the experimentally observed shear-thickening behawut at a reduced temperatufe=1 and for various reduced
ior instead of the string phag@4,25. Similarly, in NEMD  number densities=1.03 (approximately at the solid-liquid
calculations, using a configurational thermostad., a ther- coexistencg32-35), 0.92, 0.75, 0.6, and 0.5. Some simula-
mostat which does not fix the amplitude of velocity fluctua-tions were also run on 3D systems bf=1000 Weeks-
tions) enables us to observe the onset of shear thickeninGhandler-AnderseWCA) particles with the pair interaction
[22,26. At this point, it is useful to note that we expect potential ¢(r)=e(1-4[(a/r)®—(o/r)*?]) for r<2Y8¢ and 0
non-Newtonian effects to arise. Systems studied by simulastherwise. The thermodynamic-state point chosen for the 3D
tion consist typically of 1000 particles in periodic boundary system(n=0.84, T=0.722 in reduced units with respect to
conditions. This imposes a lower limit on the wave vectorthe WCA parametejscorresponds approximately to the
describing collective motion and prevents large-scale instatriple point for the Lennard-Jones fluid. In the remainder of
bilities. The Reynolds number remains therefore low everthe paper, all results will be given in reduced units.
for extremely high shear rates, and one observes non- We use Newton's equations of motion supplemented with
Newtonian rather than turbulent behavior. a thermostatting mechanism. The purpose of the thermostat
In order to characterize the relationship between the ads to account for the dissipation of heat and to allow the
sumption of constant noise amplitude and the phenomenosimulated system to reach a steady state. Similarly to what
of lane formation, we perform NEMD simulations with a occurs in colloidal suspensions where the solvent plays the
kinetic thermostata method assuming that all mechanical role of a heat bath, heat is removed homogeneously by the
noise is thermalor a configurational thermostéa method thermostat.
making no such assumptipriWe study binary mixtures of First, we use a Gaussian isokinetic thermostat which fixes
two-dimensional2D) and 3D colored particles driven by an the kinetic energy of the system and the temperature given
external field. In the next section, we show that NEMD, by the equipartition principle as
when performed with a kinetic temperature thermostat, and

NEBD simulationd12—15 yield very similar results regard- (EN_ mv;%)
ing lane formation for 2D systems. In particular, we obtain = L_ (1)
(i) for all densities, a systematic lane formation when the 2Nkg

applied field exceeds a threshold vaJae-15, (ii) reentrant
freezing at high values for the external fi¢lt4], and(iii) a
reentrance effect for a fixed high driving field as the syste
undergoes a sequence of states noalames—no lane with
increasing density15]. The agreement between the results
obtained with the two methods shows that lane formation i<
induced by the assumption of constant noise amplitude, conflo
mon to both methods. This also demonstrates that lane for- _
mation is not related to any other effdetg., to the presence Pi= &,

of the solvent in NEBD methodisWe further assess this m

result by showing that releasing the constraint of constant

mechanical noise prevents lane formation. This is achieved pi=F; + &F™, - &, 2)
by performing NEMD calculations using using a configura-

tional thermostaf22,26-3]. Instead of lane formation, we wherep; is the momentum of particle F; the Newtonian
observe the onset of density inhomogeneities and of jamforce exerted om, ande=*1 is the sign whith wich particle
ming, a behavior similar to that observed in the sheari couples with the applied external fiekf*e, (e, is an unit
thickening regime for a colloidal suspensipR0,21] or a  vector along thex axi). ¢ is the thermostatting multiplier
simple fluid[22,26 undergoing shear flow. We then extend given by Gauss’ principle of least constraint:

our study to 3D systems and examine the behavior of the

Another possible choice is to define a kinetic temperature
rT{elative to the flow, using the momenta relative to the flow
velocity of each type of particles. We showed in previous
work on molten NaCl in an electric fiel®6] that both types
f expressions yielded similar results. The equations of mo-
n are

system if the noise amplitude is assumed to be constant in all 2'\‘_ (F, + &F%) - p;
directions, in one directioffeither parallel or perpendicular &= =1 < _ (3)
to the field, or if the noise amplitude is not fixed. We find Eizl Pi - P;

that lane formation only occurs if the noise amplitude is
assumed to be constant in all directions. Using any othefpjs set of equations of motion obviously limits the ampli-

method, we observe jamming. tude of velocity fluctuations and hence of mechanical noise.
Second, we use a configurational thermostat which fixes a
II. SIMULATION METHOD configurational expression for the temperat[8&,38. This

expression allows the calculation of temperature solely from

We study 2D systems d¥i=896 soft disks with the pair configurational quantities, such as first and second spatial

interaction potentiakp(r)=e(ca/r)*2 In all simulations, we derivatives of the interaction energy. This thermostat exerts

use a reduced system of units, where the unit of mass is thebsolutely no constraint on the velocity fluctuations or on the

mass of the particlen, the unit of energy is the characteristic noise amplitude. The configurational expression for the tem-
energye of the pair potential, and the unit of length is the perature is
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P, Properties of interest are averaged over the second run of
EN 5000 time units. The final configuration obtained at the end

1 =1 or2 of the second run is used afterwards as the starting configu-
_ : @) ration for the runs at the next larger value for the field.
T o0\ 2 ' We monitor the variations of the or_der pqramet@rto
B N[ 770 detect the onset of lane formatior) is defined as¢
i=1 o =(=L,#/N) where ¢, is equal to 1 for a given particleif

|

the distance, along theaxis, to all particleg of the opposite
where @, is the potential energy of the system andthe  charge is larger than the distance between two nearest neigh-
position of particlei. The configurationally thermostatted bors(i.e., such thap;—x|>n"*2in 2D and|x —x;|>n"3in

equations of motions arf@2,26-31 3D) and equal to O otherwise. If particles of the same color
align along thex direction(i.e., the direction of the field ¢
fi= b §M’ will be equal to 1. On the contrarg vanishes in a randomly
m T odr, mixed configuration. In the specific case of the 2D system at
n=1.03, which is crystalline at equilibrium, we monitor the
pi=F;+ eF%,, variations of another order parameter noted/gswhich is
the global six-fold bond-orientational parameters commonly
. (Toomi—=T) used to measure the amount of triangular ordering of the
S= —QT, (5)  system as a wholésee, e.g.[31]). It is defined as
N
whereT is the imposed temperature whilg,, is the value s = 12 be: (6)
given by Eq.(4) [Q is a damping constant set to(h@r*/¢)]. 6 Njz ol

In equilibrium, the kinetic and configurational expressions i ) i
for the temperature are equivalent. They can be derived fromin€ local sixfold bond-orientational order parameqgy for
the thermodynamic definition for the temperature as the in& Particlej is defined by
verse rate of change of entropy with internal energy at con- 10
stant volume, using Gibbs microscopic expression for en- e _E 51k, (7)
tropy. Therefore, in equilibrium, using a kinetic thermostat is Njk=1

equivalent to using a configurational thermostat, provided h is th ber of t neiahb f particland
that the equations of motion are integrated with accuracQ.N eren; IS thé number of nearest neighbors of partician

This may not be true when large time steps are used. In thak 'S the afﬁg'e of the “bond” betw_een paquIand_ltskth ,
case, more sophisticated integration schemes may be neeore':%arest heighbor, measured_ relat|ve_ly to an z_arbltrary fixed
[39,40. However, as noted by Soddemann and co-worker XIS. T_he set of pearest neighbors is determined from the
[41], the choice of a rather hard potential to describe the’°™0N0! constructiorj42].

particle interactiongas for the soft disks or WCA particles

studied in_ this WOI’?( leads us to use a_l_small time step in || BEHAVIOR AT CONSTANT MECHANICAL NOISE

order to simply achieve numerical stability. For such a small

time step, the numerical solution is usually quite accurate. We first present the results obtained at constant mechani-
Extending both kinetic and configurational definitions to sys-cal noise for 2D systems subjected to a color field. Simula-
tems out of equilibrium implies the approximation that thetions were carried out with a kinetic temperature thermostat
assumption of local equilibrium is valid. This is assumed infor n=1.03(in equilibrium, this system is a 2D crys}alThe
both types of temperature definitions when used out of equivariations of the potential energy and of the potential part of
librium; otherwise, temperature would not be a well-definedpressure are plotted against the applied field in Fig. 1. The
quantity. However, the configurational expression is freevariations of the configurational temperature of the system
from errors stemming from an incorrect estimate of whichand of the two order paramete¢sand s are shown in Fig.
part of the actual particle velocities should be associated tg. Both plots show four different stages in the response of the
thermal fluctuations, and therefore can be considered a8ystem for the range of fields investigated. The first stage
“more correct.” takes place for low values of the fie{f®'< 1.25. The sys-

The equations of motion were integrated using a fourthiem is still crystalline, as shown by the fact that remains
order Gear predictor-corrector algorithm with a time step very close to its equilibrium value of 0.7®ecause of ther-
=0.001, except at the highest fields for which a smaller timemal motion, s is not equal to 1 at equilibrium[31]. We
step had to be used. Before applying any external field, wenonitor slight increases in both pressure and potential energy
created for each density an initial configuration by runningwith increasing field as the crystal gets more and more
an equilibrium simulation at the desired temperature andtrained. In this regime, there is no inaccuracy attached to the
density. We then attribute at random a “plus” charge to haldetermination of the kinetic temperature since the system
of the particles of the system and a “minus” charge to thedoes not flow and the configurational and the kinetic expres-
other half. Two runs of 5000 time units are then carried outsions for the temperature take the same vali¢hin statis-
for each value of the field. We found that the system hadical errorg. For F*'=1.25, we observe a sharp drop for all
always reached a steady state at the end of the first rumropertiesexcept for¢) which corresponds to melting of the
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100 mum of 0.04(F®'=6), considerably less than the imposed
value of 1 for the kinetic temperature. Any instability or any
difference between the actual steady-state flow profile and
the assumed flow profile in Eq1) is interpreted as “me-
chanical noise” by the simulation algorithm. Since the total
noise amplitude is fixed, the method results in attenuated
thermal fluctuation$30]. The actual temperature within the
fluid is therefore much lower than the imposed value of 1.
This is demonstrated by the very low value taken by the
configurational temperatur@nly 4% of the imposed value
for the kinetic temperatuje The third stage takes place for
1000 Lo 10 3<F®!<80. It is associated with a steady increase in poten-
1 10 100 tial energy, pressure, and configurational temperature and a
Field steady decrease in both order parameters with increasing
field. Given that the interface between the two lanes moving
in opposite directions is not smooths can be seen in Fig.
3), there is more and more friction at the interface as the

strained crystal. We then observe the second stage for 1.2PPlied field is increased. This causes the two lanes to break
<F*'<8g. This second stage is characterized by a stead§®Wn in smaller entities. These entitigsr domaing are

decrease in potential energy, pressure, and configurationgPMpPosed of particles of the same charge, which collide with
temperature with increasing field until all properties reach &ach other, giving rise to jamming. We emphasize that it is a
plateau. The decrease in the various properties concomitantBarticular type of jamming since always remains very
occurs with a gradual lane formation as indicated by thdarge (this point will be discussed in more detail in the fol-
steady increase ap (maximum of 0.8 aF®*=6) and in lowing sectionk The final stage takes place f6F*>80 as
(maximum of 0.59 aF®*=4). We also observe a plateau for the system demixes again in several lanes of identical par-
the two order parameters for<8F®¥<8. In this range of ticles, each lane moving along theaxis at the velocity im-
fields, the system experiences the so-called reentrant freeposed by the thermostéb=12ksT/m). In this regime, the
ing. The system is actually composed of two demixed cryseomponent of the velocity of a particle along theaxis is
talline lanes sliding against each otlithre flow velocity pro- equal to 0 and the lanes slide against each other. There is
file is constant throughout each lane and the two lanes movabsolutely no friction for this system as indicated by the
at the same velocity in opposite directiorss previously constant value obtained for all properties for all values of the
observed in NEBD simulationfd 3]. There is a strong corre- field greater than 80. The state of the system has become
lation between the onset of lane formation and the decreasadependent from the value of the applied field.
in configurational temperature. One would expect that, in a The mechanism described above for1.03 is observed
nonequilibrium system, the unthermostatted degrees of fredor all densities larger than 0.6 and is summed up in the
dom to heat up. Hence, in the steady state, the configuranapshot$obtained for a density of 0.7presented in Fig. 3.
tional temperature should be higher than the imposed valuBote that the high-field regime observed for0.75(starting
for the kinetic temperature. When the system is demixed intdor F®>55) slightly differs from the one observed at
two lanes, the configurational temperature reaches a mini=1.03. There are actually a few particles trapped in lanes of
the opposite sign, resulting in some friction and very slow

Potential energy
Pressure

FIG. 1. Potential energysolid circles and potential part of
pressurgopen circley against the applied field.

] ‘ 1 increases in pressure and potential energy with increasing
= ] field. This has no consequence on the stability of the lanes as

< I los the order parametep remains equal to 0.5 throughout this
T 084 0. T regime (55<F®'<100). We add that for the two smaller
qél’ ! ] 2 density studied herén=0.5 andn=0.6), the fluid demixes
& 06/ 06 £ directly into several lanes at low field§®=10 and 20,
5 I ] § respectively. In agreement with previous NEBD studies,
é 04| 104 5 lane formation occurs for any state point provided that the
g T 1 g field is strong enough. We sum up the results obtained with a
2 I kinetic thermostat for the variations of the order parameter
§ 0.2} 02 with the applied field and with the density of the system

under study in Fig. 4, which shows that the phenomenon of
0 reentrance, recently obtained in NEBD simulati¢hS], can
also be observed in NEMD simulations. For a given value
for the field e.g.F®'=1.75, lane formation is only observed
FIG. 2. Configurational temperatutsolid triangle3, order pa-  for an intermediate range of densitie$>0.7 for n=0.75
rameterg (solid circles, and six-fold bond-orientational order pa- and 0.92. It takes place neither at low densities=0.34 for
rametery (open diamondsagainst the applied field. n=0.5 nor at high densitie$¢=0.36 forn=1.03.
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Field=1.5

FIG. 3. Mechanism observed at constant kinetic temperature for a density of 0.75: organization in twéiéides.5), lanes start to
break up(field=2.25, lanes are completely broken dfield=10), and reorganization in multiple lanéfeld=70). Same legend as in
Fig. 5.

IV. BEHAVIOR AT CONSTANT CONFIGURATIONAL the applied field. The variations of the kinetic temperature of
TEMPERATURE the system and of the order parametérand i with the
) , . field are plotted in Fig. 6. Two regimes can be identified from
We now study 2D systems in a color field by NEMD with riq 5. First, pressure and potential energy steadily increase
a configurational thermostat. Figure 5 shows the variations Qfjith increasing field for 8 F®< 1. In this regime, the value
the potential energy and of the potential part of pressure withy the order parametey; remains close to its equilibrium

100
4000
1
Sos 2 3000
£06 © o
50.4 GC) 2
go2 @ < 2
S o £ 2000 i
2
o]
100 o
Density 1000 L . .1 ‘ . 110
1 10
Field
FIG. 4. Variation of the order parameteérwith the applied field FIG. 5. Potential energysolid circles and pressurgopen
and the density of the system. circles against the applied field.
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25 : —— 1 the crystal melts into a liquid when the applied figh*
I ] exceeds 1.0. The second regime takes place afterwards for
20 k 408 F&X=1.25. It is _characterized by a steady increase in pres-
QT g, iy sure and potential energy with the field and by a gradual loss
= [ 5 o of crystalline order as indicated by the steady decreagg.of
g 15 [ Q ,1_ 0.6 2 We note a steep increase in the kinetic temperature evaluated
£ [ | I ] g using Eq.(1) as t_he unthermosttated degrees of freedom heat
~ 10 [ " loa o up and reach, in the steady state, a larger value than the
% r J 178 imposed value for the configurational temperature. For the
E ,‘ o range of fields investigate@®*< 10), the system remains in
0.2 a liquid state. We do not observe any lane formation. The
® relevant order parametep slowly increases and reaches a
0 maximum value of 0.12 for the two highest fields. As we saw

3 ' — 30 in the previous section, lane formation is associated with an
Field order parametet of about 0.8(this value was reached for
Fe*'=6—a value well within the range of fields investigated
FIG. 6. Kinetic temperaturésolid triangles, order paramete$p  herg. This value of¢ indicates that there is a small charge
(solid circles, and six-fold bond-orientational order parameigr separation effect but no lane formation. On the contrary, in-
(open diamondsagainst the applied field. creasing the strength of the applied field induces density in-
homogeneities and jammin@rig. 7), associated with large
value of 0.75 and the system retains its crystalline order. Asvalues for the potential energy and pressure as well as large
expected, the kinetic temperature stays equal to 1.0—thfluctuations in the pressure fluctuations. This is reminiscent
value fixed by the configurational thermostat—in this re-of our findings on simple fluids undergoing shear flow: using
gime. There is then a jump in both pressure and potentigh configurational thermostat, we observed the onset of den-
energy associated with a sharp decreas#gitsee Fig. 6as  sity inhomogeneities, of jamming, and of large pressure fluc-

Field = 1.5

15 [ .
10
5
> 0
-5
-10
-15 e
e
0
(a) X
Field = 2.25 55
e e r T T T T
15 | F 1
50 - -
10 [ ]
‘ 45 | B
5 ]
2 401 ]
3
> 0 g
5&_’ 35 |
5 E
30 f
-10 [
25 L
-15 : ) : E
Y = Q70 ChOHN O egls 200 o s 1o w9 0o o 4 o poa T4 o g
b) -15 -10 -5 0 5 10 15 0 20 40 60 80 100
X (d) Time

FIG. 7. Mechanism leading to inhomogeneities and jamming with an increasing applied(de@i75, constant configurational
temperaturg
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20

Order Parameter
—
(6]

Pressure
—
o

(a) Field

FIG. 8. Variation of the order parametérwith the applied field
and the density of the system.

tuations at high shear rates, giving rise to shear thickening
[26]. We emphasize that the type of jamming observed with
a configurational thermostat strongly differs from that ob-
served in Fig. 3 for intermediate values for the field. Indeed,
when a configurational thermostat is used, jamming occurs in
well-mixed fluids with low values fokp. Clusters are com-
posed of both “positive and negative charge” particles and
there are no large domains of identical particles. We finally
plot in Fig. 8 the variations of the order parameter as a func-
tion of the applied field and of the density of the system. The
order parameteg takes very low values for all densities and (b) Field
values for the field and always remains below 0.24. We do
not observe any lane formation in any simulation carried out F|G. 9. Variation of(a) pressure an¢b) ¢ with the applied field
with a configurational thermostat. for a WCA fluid using various thermostats fixing either the total
kinetic energy(solid triangle$, the kinetic energy along the flow
direction (open diamonds the kinetic energy along one of the di-
V. COMPARISON BETWEEN THE TWO SCENARIOS rections perpendicular to the flow directidopen squargs or the

. . configurational temperatur@olid circles.
We now move on to the study of a binary mixture of 3D 9 P " i

colored WCA particles at=0.84 andT=0.722. We use four Fixing the noise amplitude along a direction perpendicular to
different types of thermostati) a Gaussian kinetic thermo- the flow (i.e., partially frustrating the systemesults in a
stat fixing the total kinetic energyii) a configurational ther-  slightly larger value for in the plateay0.30 against 0.19
mostat,(iii ) a Gaussian kinetic thermostat fixing the kinetic However, in both cases, the fluid remains mixed. The agree-
energy along the flow direction, ar{i/) a Gaussian kinetic ment obtained between the last two types of simulation
thermostat fixing the kinetic energy along one of the direc-shows that lane formation is an artefact arising from the as-
tions perpendicular to the flow. The potential part of pressurgumption of constant noise amplitude. It also shows that jam-
and the order parametérare plotted against the field in Fig. ming will be observed in strongly driven liquids and colloi-
9, which shows that only one methdiiking the total kinetic  dal suspensions.

energy yields to lane formation. The amplitude of mechani-  We finally highlight the similarities between systems sub-
cal noise must therefore be kept constant in directions botjected to a color field and simple fluids subjected to shear.
along and perpendicular to the flow to allow for lane forma-We extend the results obtained in our previous waldtails
tion. Fixing the kinetic energy along the flow direction only of the numerical procedure are given in REZ2]) to very
amounts to limiting the “color” current and thus delay the high shear rategup to 40. We plot the corresponding flow
onset of instabilities and jamming. The system partially decurve in Fig. 10. As observed for particles in a color field,
mixes as indicated by a dip in pressure and a maximum valugsing NEMD together with a configurational thermostat
of 0.36 for ¢. However, there is no lane formation. Instabili- leads to density inhomogeneities, clustering and jamming.
ties appear for larger field§**'=5), resulting in an increase This translates into an increase in the shear viscosity for
in pressure and a decrease ¢n Fixing the kinetic energy shear rates larger than 7 and to the onset of shear thickening.
along a direction perpendicular to the flow or fixing the con-On the contrary, when a kinetic thermostat is used, lane for-
figurational temperature give qualitatively similar results. Inmation takes place for shear rates larger than 1.5. When lane
both casesg increases and then reaches a plateauFfdt  formation occurs, we observe a sharp drop in shear viscosity
=4 while the pressure increases steeply as jamming sets inhich is consistent with our physical intuition since lanes of

Order Parameter
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stant noise amplitude forces the system to remain organized
into strings along the flow direction. As shown in Fig. 11, the
organization of the fluid into lanes becomes more and more
pronounced as the shear rate is increased. The nonmonotonic
] variations in shear viscosity are actually due to collisions
] between particles and jamming within the same lane. Density
inhomogeneities and jamming in all directions of space,
which would correspond to the actual shear-thickening phe-
nomenon, do not happen since they are frustrated by the use
of a kinetic thermostat. This phenomenon is similar to the
type of jamming observed in a color field when a kinetic
T R 4 thermostat is usedsee Fig. 3 forF®'=10). In the latter,
' 0.1 1 10 jamming occurs in a “frustrated” 2D fluid—i.e., a fluid
Shear rate which remains significantly demixed@=0.56 for all values

. . , , for the field.
FIG. 10. Viscosity against shear rate for a WCA fluid using a

kinetic thermostatsolid circles or a configurational thermostat.

Viscosity

. L . VI. CONCLUSIONS
particles sliding past each other should result in a very low

value for the viscosity. For larger shear rates than 10, the In this work, we showed that using conventional simula-
viscosity exhibits nonmonotonic variations with shear rate, dions techniquéeither NEBD or NEMD with a kinetic ther-
regime which has been sometimes interpreted as an “indicanostaj systematically results lane formation in liquids sub-
tion for shear thickening[43,44]. However, this effect does jected to strong external fields. The similarity between
not correspond to the phenomenon observed experimentalf\EBD and NEMD results stems from an incorrect assump-
(also observed using Stokesian dynaniiz4,25 or NEMD  tion common to both methods. Both methods postulate that,
with a configurational thermostf26]). The postulate of con- for a given system(i.e., at fixed friction coefficient in
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FIG. 11. Snapshots of a WCA fluid undergoing shear flow inxtyeandy-z planes for a shear rate of 1fbp) and 35(bottom).
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NEBD), the amplitude of velocity fluctuations is a function for heat dissipation in nonequilibrium systems, particularly
of temperature only. However, the velocity fluctuations arewhen the flow profile isa priori unknown(e.g., in inhomo-

not all of thermal origin. They are also partly of hydrody- geneous system$80,31] or in non-Newtonian fluid$48]).
namic origin and reflect the onset of local flows. As the in-Another means of avoiding such errors is to employ local
tensity of the field increases, local flows develop and theanomentum-conserving thermostats, such as dissipative par-
hydrodynamic contribution to the velocity fluctuations be-ticle dynamics. In this case, the friction does not dampen the
comes more and more significant. The error made in NEBDabsolute velocities of the particles, but rather the velocity
and in NEMD usig a a kinetic thermostat dramatically in- differences between nearby partic[d4]. It would be inter-
creases with the field. It eventually leads to lane formationgsting to use the scheme proposed by Soddenearah. to

as shown in this work for both 2D and 3D systems. Twofurther assess the results obtained in this work.

criteria have allowed us to determine that this systematic Disorder—order transitions do exist in strongly driven
lane formation was artificial. First, the sharp drop exhibitednonequilibrium systems. For instance, experimental studies
by the configurational temperature, simultaneously to the onreport that colloidal suspensions order when subjected to os-
set of lane formation at high external fields indicated that thecillatory sheaf19]. We previously reported such an ordering
kinetic thermostat overly dampened thermal fluctuationsin NEMD simulations(using a configurational thermosyaif
This means that the actual temperature is much lower thag simple liquid undergoing oscillatory shear floj8]).

the one fixed by the thermostat. Second, we showed that larldowever, the assumptions made in conventional simulations
formation can only be obtained in a very restrictive case:frustrate” the system and systematically lead to lane forma-
Results on 3D systems demonstrate that the mechanictibn. In some cases, ordering is a genuine phenomenon. Us-
noise amplitude has to be fixed in all directions of space tdng conventional methods will give rise to lane formation
allow for lane formation. and will preempt or obscure the mechanism by which order-

An obvious solution to this problem would consist in tak- ing takes place. In other cases, a strong external field results
ing into account the field dependence of velocity fluctua-in density inhomogeneities and large pressure fluctuations
tions. This can be done by adding a hydrodynamic contribuf20,21]. Conventional NEBD and NEMD techniques are un-
tion in NEBD or by devising a profile unbiased thermostatable to account for this phenomenon, unlike the method pre-
(PUT) [11] in NEMD, which only acts on the thermal part of sented in this work.
the velocity fluctuations. Such a thermostat fixes the kinetic We emphasize that the results presented in this work have
energy relative to the flow, obtained by subtracting the exacinany possible applications—e.g., on the mechanism for con-
flow velocity to the absolute velocities of the particles. An ductivity in ionic liquids and on ion transport in biological
accurate determination of the flow velocity implies averagingapplications or if particles with different masses are sub-
the particle velocities over some period of time or some rejected to a gravitational field. Of course, the situation de-
gion of space. Unfortunately, the flow velocity is both spa-scribed in this work does not exactly correspond to what
tially and temporally dependent in strong fields, and thehappens in ionic fluids. Indeed, there are no “colored” inter-
scales on which it changes are comparable to thermal flu@ctions between the particles subjected to a color field while
tuations in time and to atomic distances. It is therefore imthere are Coulombic interactions between ions. This makes
possible to completely separate the thermal from the hydrolane formation impossible in a real ionic fluid. We did not
dynamic contributions. The determination of the flow observe this phenomenon in previous work on molten NaCl
velocity will always suffer from some inaccuracy. The use ofsubjected to shed#9] or to an electric field36,50. How-
the corresponding PUT will be fraught with similéhough  ever, even if lane formation does not occur, using a method
less sevenedeficiences to that of a conventional kinetic ther- which arbitrarily fixes the noise amplitude can greatly affect
mostat. Indeed, different implementations of PUT have led tdransport properties. As shown in previous w{Bk], the use
contradictory conclusions: while some studies report a lanef a kinetic thermostat can dramatically change the micro-
formation[4,5,8), others show that using a PUT destabilized scopic mechanism underlying conductivity in a molten salt.
the so-called string phagé5-47.

In this work, we showed that using a configurational ther-
mostat is a satisfactory way to deal with this issue. The con- The author wishes to thank the National Facility of Aus-
figurational thermostat is free from these artifacts since itralian Partnership for Advanced Computing for a substantial
does not require making any assumptions about the flow veallocation of computer time. Comments from J. Petravic and
locity. It therefore constitutes a much safer way to accountl.-L. Barrat are gratefully acknowledged.
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