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Ion-acceleration processes have been studied in ultraintense laser plasma interactions for normal incidence
irradiation of solid deuterated targets via neutron spectroscopy. The experimental neutron spectra strongly
suggest that the ions are preferentially accelerated radially, rather than into the bulk of the material from
three-dimensional Monte Carlo fitting of the neutron spectra. Although the laser system has a 10−7 contrast
ratio, a two-dimensional magnetic hydrodynamics simulation shows that the laser pedestal generates a 10mm
scale length in the coronal plasma with a 3mm scale-length plasma near the critical density. Two-dimensional
particle-in-cell simulations, incorporating this realistic density profile, indicate that the acceleration of the ions
is caused by a collisionless shock formation. This has implications for modeling energy transport in solid
density plasmas as well as cone-focused fast ignition using the next generation PW lasers currently under
construction.
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Ion-acceleration processes in high-power, ultraintense
laser-plasma interactions are an extremely important area of
research in the fast ignitor(FI) [1] approach to inertial fusion
energy as a source of additional heating. These energetic
particles are also expected to be useful in many applications,
such as nuclear physics[2,3], astrophysics[4], and even in
biological and medical application as a bright particle source.

In recent studies, energetic ions with energies of up to
60 MeV have been reported in intense laser-plasma interac-
tions from the rear side of the target[5,6]. Ion-acceleration
mechanisms at the front surface of the solid target have been
shown to be affected by both the plasma density scale length
and the electron acceleration processes[7]. For example,
when the intensity contrast ratio of pedestal to main pulse is

10−7, charge separation acceleration dominates for irradi-
ances up to 531017 W cm−2 mm2 [8], whereas hole-boring
acceleration occurs with lower contrast ratios(a few 10−4)
and somewhat higher irradiances(531019 W cm−2 mm2)
[9]. In addition, recent calculations suggest that a collision-
less shock acceleration process occurs for the high-intensity
contrast ratio, ultrahigh intensity interactionssI
<1020 W/cm2d [10]. It is therefore important to understand
the dependence on the scale length of preformed plasma for
these processes, particularly for shorter scale lengths where
the higher acceleration gradients can be expected.

Since these ions must be accelerated by the electric fields
set up by the fast electrons around the focal region, measur-
ing their dynamics can indicate the role that these fields play
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in energy transport in solid density plasmas. For example, a
ballooning effect—where the hot electron source size is al-
ways much larger than the focal spot dimensions—has been
reported in a number of experiments recently[11,12]. For
these reasons, we have studied the ion acceleration at the
front surface of the target with a laser pulse that has an
intensity contrast ratio of 10−7. We used spectroscopy on the
neutrons generated from nuclear fusion reactions of acceler-
ated ions via the beam-fusion process[13,14] because this
method can be used to derive the accelerated ion momentum
distribution inside the overdense plasma, avoiding the influ-
ence of strong electric and magnetic fields around the target.

In this paper, the momentum distribution of accelerated
ions is presented by unfolding the neutron spectra by numeri-
cal analysis using a three-dimensional(3D) Monte Carlo fit-
ting procedure[15]. The deduced momentum distributions
are compared with a two-dimensional particle-in-cell simu-
lation using realistic plasma density profiles. They indicate
that the acceleration of ions is caused by a collisionless
shock resulting from the hole boring in the preformed
plasma. We show that this effect must be taken into account
when modeling present-day electron energy transport experi-
ments in dense plasmas and has implications for efficient
energy coupling to the dense core in fast ignition.

The experiment was performed at Rutherford Appleton
Laboratory using the VULCAN laser facility[16]. This laser
system produces pulses up to 90 J on target at a wavelength
1.05mm with a pulse duration of 0.9–1.2 ps. A deuterated
plastic plane target was irradiated at normal incidence using
an f /4 off-axis parabolic mirror. From the far-field pattern in
an equivalent plane monitor and the 4 MeV electron tem-
perature(deduced from those electrons that escaped from the
target into a spectrometer located at the chamber wall), the
peak laser intensity was 5s±3d31019 W/cm2 on target. The
contrast ratio between the pedestal and the main pulse has
been measured previously to be 10−7 :1 [17].

The neutron energy spectra were detected by a plastic
scintillator combined with a photomultiplier tube through the
time-of-flight (TOF) method. Two detectors were set at 71°
and 165° from the target normal at 2.3 m and 1.9 m from the
target. Each detector has 10 cm lead blocks in front as well
as 5 cm blocks to the sides to reduce the gamma noise which
would otherwise cause the detector to saturate. The energy
resolution of the detector was about 200 keV and the valid
detectable range was under 15 MeV. The detection effi-
ciency and the response function were calibrated from a ther-
mal neutron signal generated from an implosion experiment
using a deuterium-filled glass microballoon at Osaka Univer-
sity.

The momentum distribution of accelerated ions was
evaluated by a 3D Monte Carlo calculation[15] to fit the
calculation to the experimental spectra. The fitting was per-
formed giving several momentum distributions, e.g., Max-
wellian, monoenergetic, isotropic, anisotropic, etc.

Figure 1 shows the obtained neutron spectra at(a) 71° and
(b) 165° from the laser incidence direction. The solid lines in
the figures represent the unfolded spectra deconvolved with
the response function of each detector, whereas the dashed
lines indicate the raw spectra. The neutron yield per steradian
in the forward and backward directions wass2.81±0.20d
3106 ands2.65±0.19d3106, respectively. The spectrum ob-
tained from the detector located at the front of the target
indicates a slight Doppler shift of the peak to the lower-
energy side of 2.45 MeV, indicating some ion acceleration
into the bulk of the target with a lower-energy component.
The neutron spectrum obtained from the detector located at
theside of the target, on the other hand, showed the peak split
at 2.1 and 2.8 MeV. This large Doppler upshift and down-
shift suggest the ions were accelerated with higher energies
into the radial direction.

FIG. 1. Neutron spectra from experiment and Monte Carlo fit-
ting. Experimental neutron spectrum detected at(a) 71° and (b)
165°. The solid lines represent the unfolded spectrum using a re-
sponse function of the detector. The dashed lines are raw data.(c)
and(d) Best-fit calculated neutron spectra using a 3D Monte Carlo
code assuming a Maxwellian distribution.(e) The best-fit ion mo-
mentum distribution.

FIG. 2. Density gradient immediately before the main pulse ir-
radiation calculated byPOLLUX [18].
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Figures 1(c) and 1(d) show the best-fit spectra at 71° and
165° direction assuming the anisotropic ion momentum dis-
tribution as shown by the contour plot in Fig. 1(e). The gray
and clear zones show the target and vacuum regions, respec-
tively. The contour lines in the figure are plotted by every 2.5
relative ion number. The temperatures of the ion momentum
are 40 keV for those ions directed into the target and 80 keV
for the radial direction. The maximum ion energy was about
1 MeV from the highest neutron energies. The neutron
counts of the calculated spectra per steradian per ion are each
3.97310−8 for the 71° and 3.04310−8 for the 165° spec-
trum. This is similar to yields observed previously on VUL-
CAN [13]. The total energy transferred to the deuterons was
estimated from the experimental yield to be 0.7–4.2 J, cor-
responding to 1–5% of the incident laser energy.

The results indicate that the ions are accelerated preferen-
tially in the radial direction. This indicates that the ion accel-
eration mechanism is not the static field induced by the
charge separation[8], but is somewhat similar to the results
from the “hole-boring model” for longer scale length inter-
actions [9]. However, the contrast ratio of the VULCAN
100 TW laser system is of order 10−7, therefore the scale
length of the preformed plasma was expected to be short.

To check this expectation, the electron density gradient
was calculated by a two-dimensional magnetic hydrodynam-
ics (MHD) code,POLLUX [18], assuming that the preformed
plasma is created only by the pedestal of the laser pulse and
that the pedestal has a Gaussian shape with 300 ps pulse
duration (full width at half maximum) from the temporal
window of the optical switch in the laser system. The spatial

profile of the pedestal is assumed to be the same as the main
pulse. Figure 2 shows the density gradient for the target nor-
mal direction at 150 ps from the beginning of the pedestal,
just when the main pulse arrives on the target. The scale
length at the critical density is 3mm, but there is also a long
underdense region following the steep gradient at the critical.
The distance from the solid density surface to the 1020/cm3

contour is 10mm, which agrees quite well with the results
from shadowgram images taken earlier at the VULCAN fa-
cility [19].

Two-dimensional particle-in-cell(PIC) simulations were
performed using the OSIRIS framework[20] to investigate
the ion motion with an electron density gradient using the
conditions calculated from the hydrocode. A fully ionized
deuteron plasma was set at the right side from the center of
the 5123512 cell simulation box(18 mm square) and both
boundaries were periodic. The 1mm laser light is incident
onto the plasma slab from left to right with a 10mm spot
size at an intensity of 831019 W/cm2 sa0=8d. The density
gradient has a 3mm scale length at the critical density fol-
lowing an 8mm length underdense plasma to 1020 cm−3. The
maximum density is limited to 303critical for numerical sta-
bility reasons.

Figure 3(a) indicates the density space of the accelerated
ions. The oblique collisionless shock is observed near the
critical density in front of the hole-boring surface[21]. At the
front of the shock wave, the ion density rises over the critical
density and, in particular, reaches about 1023 cm−3 near the
focal point. The ions are accelerated by the reflection at the
density modulationsat x=10.0mmd as shown in Fig. 3(b),

FIG. 3. (Color) Ion density
and momentum-space diagram
calculated by a 2D particle-in-cell
simulation.(a) Density map from
the main pulse irradiation at
300 fs. (b) Momentum-space dia-
gram at 135 fs for laser incidence
direction.

FIG. 4. (Color) (a) Ion mo-
mentum distribution by PIC calcu-
lation at 135 fs from the begin-
ning of the interaction averaged
over the entire phase volume.(b)
and(c) Neutron spectra calculated
from the distribution(solid line)
using the Monte Carlo code and
the experimental result(dashed
line).
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which shows a plot of the ion momentum at each position on
the laser incidence axis. Fromx=4.0 to 9.0mm, low-energy
ions are accelerated into the target and are associated with
the recession of the hole-boring surface in the underdense
plasma. The narrow jet atx=15 mm is associated with the
ions accelerated from the rear surface of the target[22,23].

The ion momentum distribution is shown in Fig. 4(a). The
well-collimated ions accelerated alongPy=0 correspond to
the ions from the rear surface. On the other hand, ions are
accelerated at two distinct angles of 20° and 80° from the
laser incidence axis with both Maxwellian temperatures of
approximately 180 keV. These directions correspond to the
two angles of the shock front as shown in Fig. 3(a). Using
this ion distribution, the neutron spectra at angles corre-
sponding to those of the detectors were calculated using the
Monte Carlo code as shown by the solid lines in Figs. 4(b)
and 4(c) [the dashed lines in the figures are the experimental
spectra already shown in Figs. 1(a) and 1(b)]. It is clear that
the calculated spectra agree reasonably well with those de-
rived experimentally.

The model indicates that the ions are accelerated in the
radial direction, which strongly suggests a collisionless
shock due to hole boring in the underdense plasma from the
comparison between the experiment and the computer simu-
lation. The nature of the ion-acceleration mechanism ob-
served here is very revealing. It appears that the focused
intensity plays a crucial role in the laser intensity for PW-

class laser systems in that the pedestal could have a high
enough intensity to generate a long preformed plasma before
the main interaction pulse arrives. This effect will also play a
role in the lateral transport of electron energy, evident in
x-ray Ka measurements under identical irradiation condi-
tions [12]. In the context of a cone-focused fast ignitor[24],
this would increase the plasma density in the evacuated cone.
This should be avoided if at all possible because of the in-
creased stand-off distance and possible reduction of laser en-
ergy coupling to the core due to plasma instabilities and the
lateral transport of energy, a mechanism which has been pre-
sented here even though there is a small possibility of laser
propagation in the plasma due to a self-focused channeling.
It might be necessary for the next generation of experiments
(using the NIF, OMEGA EP, and/or the FIREX lasers) to
control the contrast ratio of the heating PW driver, for ex-
ample by employing an antireflection coated glass plate as a
plasma mirror[25].
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