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Collisional-radiative study of lithium plasmas

S. D. Loch?! C. J. Fonte$,J. Colgan: M. S. Pindzold, C. P. Ballancé,
D. C. Griffin.? M. G. O'Mullane’ and H. P. Summefs
!Department of Physics, Auburn University, Auburn, Alabama 36849, USA
2Los Alamos National Laboratory, MS F663, Los Alamos, New Mexico 87545, USA
3Department of Physics, Rollins College, Winter Park, Florida 32789, USA
4Department of Physics, University of Strathclyde, Glasgow, G4 ONG, United Kingdom
(Received 1 December 2003; published 4 June 2004

The sensitivity of lithium plasma models to the underlying atomic data is investigated. Collisional-radiative
modeling is carried out with both the Los Alamos and ADAS suite of codes. The effects of plane-wave Born,
distorted-wave, and nonperturbatiRematrix with pseudostates and time-dependent close-coupling electron
impact atomic data on derived plasma quantities such as the ionization balance and radiated power are studied.
Density and temperature regimes are identified where nonperturbative excitation and ionization rate coeffi-
cients must be used. The electron temperature and density ranges investigated were 0,2&0 eV and
1010 cm3<N,=< 10" cm3,
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I. INTRODUCTION detailed understanding of the similarities and differences

The amount and quality of fundamental atomic data mad(PrOd”Cded by the two coIIisionaI-radia}_ivhe; mO((lee|S. has b
available to the plasma modeling community continues to 10 daté a significant amount of lithium data has been
increase, as is shown by the number and breadth of atomfoduced. In particular recent efforts on atomic data calcula-
databases now presefiit-3). As new data are calculated or tions for lithium have produced an atomic database which is

measured, comparisons are typically provided among thedoth relatively complete and consists of data for which one

fundamental resultéi.e., cross sections or rate coefficients can have a high degree of confidence in its accuracy. The

in order to discern similarities, differences, the need for bet!'€W dgta consist of eIeptron impact excitqtion détag) and
nization [9,10] and dielectronic recombination dafal].

ter experiments or calculations, etc. However, a comparisol:l{) . :
his allows us to compare the results from more approximate

of _the eﬁ‘ects that these data might have on modeling Calcuf'undamental data sets with those produced from the best
Iatlons||s I_(tess g.fftf?n Il:r:dert?lgen for a nlljr?ber tOf fredaston?. I:Oa{tomic data available. The outcome of these comparisons is
example, 1t IS difhcult to gatnér a complete set of aata, tor a\/ery useful in determining when computer-intensive, nonper-

given ion, which is necessary to carry out a collisional- rpative data are required versus more approximate data that
radiative modeling calculation. Sometimes data are availablgg pe computed with less effort.

for only a few ion stages of a particular species, or, if all ion  various collisional-radiative modeling papers on lithium
stages are represented, the data may not cover a sufficieihve been published. The papers of Kawachi, Fujimoto, and
range of physical parameter spaeeg., electron impact en- Csanak[12] and Kawachi and Fujimotd13] describe a
ergy, photon energy, plasma temperature or density) ®tc. collisional-radiative model for lithiumlike plasmas. The un-
carry out a detailed collisional-radiative study. Additionally, derlying atomic data are taken from the Los Alamos suite of
once the data are gathered, it is often not in a single, convesodes, as well as from analytic formulae for high-lying lev-
nient format for collisional-radiative modeling calculations. els. This work was recently extended to include the effects of
A significant amount of time and effort can be expended indoubly excited configurations; see the paper of Kawachi
order to augment large amounts of data so that they can 4é4]. The work of Brandenburgt al. [5] describes the results
incorporated into a consistent modeling calculation. of a collisional-radiative model for lithium beam studies. The
The purpose of this work is of a twofold naturgk) to  atomic data for this work are taken from Schweinegral.
demonstrate the usefulness of combining two well-[15] and contain nonperturbative data for the electron impact
established collisional-radiative modeling efforts—namely,excitation and ionization rate coefficients. The database of
the Atomic Data and Analysis Structuif@DAS) [2] and Los  Schweinzeret al. also contains considerable proton impact
Alamos National Laboratoryl ANL) [4] suites of codes— data due to the relevance of that work to lithium beam diag-
and(2) to apply this approach to a specific atomic speciesnostics. The present study concentrates on the influence of
lithium in this case, in order to determine the sensitivity ofthe electron impact data on lithium modeling, and does not
measurable plasma quantities to various sets of atomic datok at the sensitivity of plasma models to the underlying
For this study we have chosen lithium for a number of reafroton collisional data.
sons. It has proved to be very successful in neutral beam
diagnostics of magnetic fusion energyiFE) plasmas; see,
for example, the work of Brandenbueg al. [5]. Also, the
small number of ion stages allows for a relatively compact The two modeling efforts that shall be discussed are that
atomic model, producing a simple enough system to allow af the ADAS codes[2,16 and that from the atomic data

II. DESCRIPTION OF THE COLLISIONAL-RADIATIVE
CODES
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codes of the Los Alamos National Laboratofg]. Both  data for both of these collisional processes and will be re-
codes solve the set of collisional-radiative equations whicerred to as LANL-DW. In both of these models, the
determine the populations of the emitting ions in a plasmagistorted-wave approach was used to compute the continuum
However, the codes use different approaches, which will b&lectron wave functions needed for autoionization and photo-
discussed shortly. These equations consist of a set of timdonization processes, as these cross sections require signifi-

dependent differential equations with one equation for eackantly less computational effort than the collisional results.
level i in every ion stage of the model. That is, Note that the distorted-wave data are the most accurate that

can be computed by the LANL codes, as opposed to ADAS,
dN; which can utilize the more accurate nonperturbative
—=> CiN;, (1)  [R-matrix with pseudostatéRMPS), time-dependent close—
e 5 coupling (TDCC), and convergent close couplingcCO)]

data.

where N is the number density of a given level and the The ADAS codes grew out of the magnetically confined
summation on the right-hand side extends over all levels ofysion community and are primarily concerned with optically
all ion stages. The terms in the collisional-radiative matrixthin plasmas over temperature and density ranges encoun-
C;; represent the contributions from all collisional and radia-tered in magnetically confined tokamak devices, though it is
tive processesi.e., collisional excitation and deexcitation, also in wide use in astrophysical studies. The focus of the
collisional ionization and three-body recombination, autoion-ADAS project has been largely on light elements, though its
ization and dielectronic capture, photoexcitation and radiascope is currently being extended to heavier species. As with
tive decay, and photoionization and radiative recombination the LANL suite, the ADAS codes can work at configuration

The LANL codes originate from an inertial fusion envi- average, term, or level resolutiofor, more generally, at
ronment and thus typically deal with highly ionized specieswhatever resolution the atomic data have been archived
at higher densities and temperatures than the ADAS code3he lithium results for this paper were all calculated at term
The LANL suite consists of theATs, ACE, GIPPER andFINE  resolution.
codes[4]. The first three codes are used to compute the fun- The ADAS codes make the assumption of quasi-
damental atomic data, such as wave functions, oscillatostatic equilibrium when determining a solution to the
strengths, cross sections, etc., which are necessary to soleellisional-radiative equations. This assumption naturally di-
the rate equations. TheINE code uses these fundamental vides the levels into two categories: the metastable levels
data to compute rate coefficients, solves for the populationgjncluding the ground statehat are relatively long lived and
and synthesizes spectra from these results. Note that thetiee excited levels, which comprise the remaining levels.
codes can work at various levels of refinement which includePhysically, the quasistatic approach means that the excited
configuration average, term average, and fine structure calevel populations within an ion stage are considered to be in
culations. Due to the relative simplicity of lithium, it was instantaneous equilibrium with the metastable levels of the
possible to compute a fine structure model for the preserglement under consideration. The metastables are assumed to
study. contain a large majority of the population within a given ion

In solving for the level populations the LANL codes as- stage and so a determination of these populations will pro-
semble a singl€C;; rate matrix, containing all possible tran- vide the ionization balance of the system. On the other hand,
sitions within an ion stage, as well as between levels in ada determination of the excited level populations is required
jacent ion stages. That is, all of the level populations, amondor spectral quantities, such as the radiated power loss.
all of the ion stages, are solved for simultaneously from the Mathematically, this approach requires that the time de-
set of coupled rate equations. ThelE code treats all levels rivatives for all of the excited level populations in Ed) be
explicitly, including highn-shell and autoionizing levels. So set to zero, while those for the metastables must be solved
there is allowance for population to actually reside in thesedlirectly. The result is a system of equations that is divided
high-lying levels. The LANL approach involves the inclu- into two pieces: the ionization balance calculation, which
sion of progressively mora shells until the population cal- determines the metastable populations, and the excited level
culation converges. The LANL codes have the capability topopulation calculation, which requires as input the meta-
either keep all of the time dependence in the solution of thestable populations from the previous calculation. The ADAS
system of equations represented by Eg.or to set all of the codes can be used to solve explicitly for these time-
time derivatives to zero and return the full equilibriyie.,  dependent metastable populations, or they can be taken in
steady-statesolution. In providing the present comparisons from other codes, such as plasma transport codes. The ex-
between the LANL and ADAS codes we have chosen tocited populations may then be obtained from these data at
present results for the full equilibrium case. each time interval for which the metastable populations have

The LANL suite can calculate the atomic cross sectionsdeen provided.
within various physical approximations. It was decided to For the particular case of full equilibrium being consid-
choose a very basic model and a more accurate model iered in this worl{i.e., dN/dt for all of the metastable levels
order to highlight the effects of the quality of the atomic datais set to zero in Eq(1)], we provide the equations that are
on the modeling results. The basic model uses plane-wavgolved by the ADAS codes in order to compare with the
Born collisional excitation data and scaled hydrogenic colli-LANL approach as well as to facilitate the discussion of
sional ionization datg17], which will be referred to as results that follows. We define the following notation for the
LANL-PWB. The more accurate model uses distorted-waveADAS formalism: the metastable levels are denoted by
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Greek letter subscripts and excited levels are denoted by Rdeation to, and recombination from, excited levels, then the
man letter subscripts. Specifically, the metastables of iomesolved ionization balance equation can be written in the
stagez are denoted by the set The metastable levels of the form

z+1 ion stage are denoted by and u denotes metastable N2

levels of thez—1 stage. ADAS assembles the collisional- e _ z-1_

radiative matrixC for ion stagez involving rates from meta- dt Ne% SNy Ne(% Foon 2,:’ Sor

stable to excited level§;,, rates between excited levels,

and rates between metastable levéls,. Recombination +2 Qu + XU_,(,,>N§+ N> a, N2t
rate coefficientsk and ionization rate coefficients can ap- o o v

pear both explicitly and embedded@amatrix elements. For ,

example,R;, gives the recombination rate coefficient from + Ne(E Qo ot > Xaua) N/, (5)

level v of the z+1 ion stage, and;, gives the collisional

ionization rate coefficient from level of ion stagez—1, into  \yhere there exists one of these equations for each metastable
leveli of ion stagez. These matrix elements and rate Coeffi-|o\e| The neglect of these ionization and recombination pro-
cients are then used to solve for the metastable and eXCIt%SSES is expected to be valid when modeling low-density

level populations. plasmas such as those relevant for MFE applications. The

When solving for the ionization balance of a system, on&y aniitys s the(resolved effective ionization rate coef-
can solve for the ion-stage populations or for the metastablg.iant from metastabler— v and « is the (resolved
V—o

populations within each ion stage. The first instance is calleg¢octive recombination rate coefficient from— o-. HereQ

the “unresolved” case and the second the metastable “rej,q x represent metastable cross-coupling rate coefficients

solved” case. While ADAS is typically used to solve the y,o¢ connect metastable levels with the same ion stage. These
resolved case, it is useful to first describe the umeso"’eauamities have the definitions

case. As will be shown in the upcoming comparisons section,

a set of unresolved rate coefficients can be extracted from the 0 0 »
LANL calculations and compared directly with those used in Oy e=Rgy— > CUJE CiRiv, (6)
the ADAS calculation. For each of these cases one can define j=1 =1

effective rate coefficients connecting the various ion stages
or metastable levels. ° °

In the unresolved case, the ionization balance equation Sov=She= 28,2 C5'Ci (7)
takes the form j=1 =1

dN? ) o

gt T NSTTINTI NS NS Qoo =NeX S0 S G R ®)
=1 i=1

(z+1—-2)\jz+1
+ Noav N% -, (2 and
where one of these equations exists for each ion stage. The ) 0
(gnresolveﬂi_eﬁe_ctlve ionization rate coeffl(_:lerﬁ and effec- X, g = (CU,U— > Coj > Cj_ilcia> N, (9)
tive recombination rate coefficient are defined by j=1 i=1

NEHL where the summations are over all the excited lewélsthe
SRS —J—Rij (3)  appropriate ion stage. These cross-coupling and effective rate

"
i N ' coefficients are tabulated on an electron temperature/density
grid and are particularly useful in modeling impurity plasma
and transport. The archiving of these rate coefficients allows
. them to be obtained over a range of plasma conditions via
g7 =Y Ms_i, (4) interpolation, prowdlng a quick solution to thga ionization
N balance equations. This is to be contrasted with the LANL

method which builds a new rate matrix at each temperature/

where the index is summed over all levels in ion stagand  density point before solving the resulting system of equa-
similarly for indexj over all levels of ion stage+1.[Note tions. Collisional-radiative coefficients were first introduced
that, in this case only, the Roman indices in E@.and(4) by Bates, Kingston, and McWhirt¢i8] in their formulation
represenboth metastable and excited levglhus these un- of the collisional-radiative modeling of optically thin plas-
resolved effective coefficients account for ionization and reimas. Their “collisional-recombination coefficient” was later
combination originating from all levels of a given ion stage extended by Burgess and SummirS] to include the effects
and terminating in all possible levels of the adjacent stagesof dielectronic recombination and was termed a “collisional-

In the case of the metastable resolved ionization balancdielectronic recombination coefficient.” Other notable work
equation, there exist coupling terms between metastables of the area of effective rate coefficients is the work of Jacobs
the same ion stage, in addition (@solved effective ioniza- and Davis[20], who included the effects of angular redistri-
tion and recombination rate coefficients. If one neglects ionbution among the autoionizing levels. Jacobs and Davis
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found that due to the effects of multiple collisional excita- els within the ion stage. In both expressions the total ion
tions on the populations of the highly excited bound levels ofnumber density is denoted Y, Given identical sets of
the recombining ion, the collisional-dielectronic recombina-atomic data, the two methods should produce identical ion
tion rate coefficients can be reduced by about an order dactions, provided that a sufficient number of metastable
magnitude from their coronal model values. They also foundevels has been defined in the ADAS calculation. The radi-
that collisionally induced angular momentum redistributionated power loss

among the populations of the autoionizing levels could sig-
nificantly increase the dielectronic recombination rates into
the highly excited bound levels. Recently Badreglial. [11]
demonstrated that the Burgess-Bethe general program

(BBGP) could be used to model theedistribution of doubly - requires the spontaneous emission rates, along with the
excited states and used as a correction to more accurate, Qﬂirresponding transition energyE%, and excited-level popu-
undistributed, dielectronic data. lation. Note that ADAS assembles this last quantity from the
Assuming full equilibrium conditions, the metastable excited and recombining contributions If (the ionizing
populations are obtained by solving the system of couplegyart is usually negligible for MFE plasmeaccording to how
linear equations that result when the time derivatives are S§hany metastable levels have been defifisee Eq.(10)],
to zero in Eq(5). The metastable populations, along with the yhereas the LANL approach returns a complete valubof
rate matrix and ionization and recombination rate coeffi-gjrectly from the solution of the full rate matrix. Also of note
cients, can then be used to obtain the excited-level populgs that only the bound-bound contribution to the radiated

N?
RPL(T, N = > > A" AEf —1— (12)
z jk NeNtot

tions N; via the formula power loss has been included in the present calculations. The
z_ _ AN -1 N bound-free(radiative recombinationand free-free(brems-
N, ZC“ % CioNo Ne; Ci Ey RN, strahlung contributions were found to be negligible over

most of the range of physical conditions considered. The
+Ne2 G SN = FIPINGN? only exception was the bound-free contribution to the radi-
[ w o ated power loss from neutral lithium at the highest density
N,=10" cm 3 at temperatures df,= 1.0 eV. This exception
will be mentioned explicitly in the forthcoming discussion.
Ideally we would like to compare the best LANL and best
where the excited population has been split into contribuADAS calculations, and from there determine any sensitivity
tions arising from excitation, recombination, and ionization.to the underlying atomic data in each of the models. How-
Note that the excited populations are obtained from a simplever, it is difficult to ascertain whether differences in the
algebraic evaluation of Eq10) rather than from gmore results are due to differences in the underlying data or dif-
time-consumingsolution of the complete system of coupled ferences in the methods employed in the solution of the
equations. Of course, tr‘{éﬁl matrix elements in Eq(10)  collisional-radiative equations.
must be obtained by solving a smaller system of coupled There are four significant differences between the LANL
equations, involving only the excited-level rate equations. and ADAS approaches that must be considered. First there is
Typically ADAS contains high quality atomic data only the difference associated with solving the complete set of
for n shells up to about=4 or 5. The effect on these “spec- collisional-radiative equations versus a decomposition into
troscopic” levels due to the influence of the higher states ignetastable and excited levels. These two approaches have
included through the use of a “projection matrix.” This pro- been described in detail and they cannot be altered, as they
jection matrix contains an archive of the condensed, morare fundamental to the LANL and ADAS formalisms. A sec-
approximate, rate coefficients from all the higher states ontend difference occurs in the handling of the highly excited
the lower spectroscopic levels. The projection matrix typi-levels. The LANL codes typically model excited levels with
cally includesn shells up ton=500. ADAS computes popu- highern shells (up to n=8 in this work, whereas ADAS
lations for the spectroscopic levels, in order to generate varimodels spectroscopic levels withshells up to about=4 or
ous physical quantities. Populations for the higher-lyings. However, as mentioned earlier, ADAS has the additional
projection matrix levels are typically ignored for this pur- capability of including the effects of higher excited levels
pose, although they could be generated via @) if nec-  (up to n=500 via a projection matrix. A third difference
essary. involves the treatment of the autoionizing levels. The LANL
When comparing results between the LANL and ADAS codes treat the autoionizing levels explicitly, on the same par
codes it was decided to examine the standard quantities @fs the bound levels, allowing all possible transitions among
ionization balance and radiated power IgB$L). The ion-  these levels, as well as transitions between them and a bound
ization balance, or ion fraction abundan€éfor ion stagez  level. The ADAS codes include the effects of the autoioniz-
is given by ing levels implicitly, to the extent that they are included in
f2 =S NN or f2 -3 NZ/N (11) the fundamental cross_s_ections or rate_s that describe transi-
LANL ~ ~ tot ADAS ~ = tot tions between the explicit, spectroscopic levels. An example
of this implicit treatment would be the inclusion of reso-
where the LANL summation is over all levels within the ion nances in the collisional excitation cross sections of an
stagez and the ADAS summation is over all metastable lev-R-matrix calculation. ADAS does include some autoionizing

+ 2 FITINNG + 2 RN, (10)
v /2
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TABLE |. Description of LANL and ADAS calculations. clude all autoionizing levels. The ADAS calculations, de-
noted by ADAS-1, exclude the projection matrix. Further-
Name Description more, each calculation uses the same data set, the
- LANL-DW model (see Table Il for details Thus, both the
LANL-1 Standard LANL calculation, but all au- LANL-1 and ADAS-1 calculations include explicit bourtdr
toionizing levels are excluded spectroscopiclevels up ton=8, and all of the cross section
ADAS-1 Standard ADAS calculation, but the projec- data connecting these levels were computed by the LANL
tion matrix is turned off codes in the distorted-wave approximation. In order to use
LANL-2 Standard LANL calculatior(including these LANL-DW results in the ADAS codes we developed a
autoionizing levels method whereby a significant portion of the LANL dai-
ADAS-2 Standard ADAS calculatiofincluding the cluding ionization to, and recombination from, excited lev-
projection matrix els) can be imported into the ADAS database. These calcu-

lations allow us to compare the ADAS and LANL
approaches for solving the collisional-radiative equations
configurations within the projection matrix, though for the with essentially the same atomic data in each calculation. If
data presented herkeredistribution among the autoionizing the populations from these two calculations agree, then we
levels has not been included, since its effects are expected tave some confidence that the two collisional-radiative ap-
be small at the densities investigated. As mentioned in conproaches are equivalent for the parameter space under inves-
nection with Eq(5), the fourth difference is that ADAS typi- tigation.
cally ignores ionization to, and recombination from, excited For the physically meaningful comparisons, a more accu-
(i.e., nonmetastabjdevels. This approximation is expected rate LANL-2 calculation was carried out, which included
to be valid for the low-density plasmas under consideratiorautoionizing levels. Similarly, an ADAS-2 calculation was
in this work and will be mentioned to a limited extent in the performed with the projection matrix included. This calcula-
comparisons of the next section. Despite these differences tiion explicitly treated spectroscopic levels uprig4 or 5,
is still possible to isolate the sensitivity due to the underlyingwhile the projection matrix was used to compute the effects
data in the two codes. In order to achieve this goal the ADASf higher-lying excited levels. The LANL-2 calculation was
and LANL codes were run in two separate modes. One modperformed with both the LANL-PWB and LANL-DW data
allowed a direct comparison between the codes by usingets. These LANL-DW results represent the highest-quality
nearly identical data sets in the modeling calculations. Thealculation that the LANL codes can provide. The ADAS-2
other mode represents the highest quality and most physealculation was performed with the ADAS-NRonperturba-
cally meaningful calculation that each code can provide. tive) data set, which includes nonperturbative excitation and
More specifically, the direct comparison calculations wereionization data. These ADAS-NP results represent the best
carried out with the following omissiongsee Table | for calculation that ADAS can provide. Table Il gives more de-
detaily. The LANL calculations, denoted by LANL-1, ex- tails concerning these various data sets.

TABLE Il. Description of LANL and ADAS data sets.

Name Description

LANL-PWB Data computed by LANL codes. Levels up a8, PWB collisional
excitation data, scaled hydrogenic collisional ionization data, DW
continuum orbitals used in calculating radiative recombination and
autoionizing data.

LANL-DW Most accurate data computed by LANL codes. Same as LANL-PWB
data set except DW calculations are used for collisional excitation and
ionization data.

ADAS-NP Most accurate data available in the ADAS database. Includes
nonperturbative RMPS collisional excitation and TDCC and CCC
collisional ionization data. The RMPS data are used for all transitions
among spectroscopic levels of all ion stages. Spectroscopic levels
include up ton=4 for the Li and Lf ion stages and up to=5 for
the Li?* stage. The TDCC and CCC data are used for ionization from
the neutral stage only, for levels up te=3. Exchange classical
impact parameter ionization data are used forrtkd levels of the
neutral stage. Distorted-wave data are used for ionization from the
spectroscopic levels of the Land LP* ion stages. Distorted-wave
data are used for dielectronic rates and a Gaunt factor approach used
for the radiative recombination rates. Data for higher-lying levels, up
to n=500, in all ion stages are provided by the projection matrix
using more approximate results.
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FIG. 1. lonization balance at
9 Ne=10cm™3 for the ADAS-1
g and LANL-1 calculations. The
g 08 solid curve shows the ADAS-1 re-
° sults and the stars show the
) LANL-1 results. Note that the
é 0.4 peak at lowest temperature corre-
8 ’ sponds to neutral lithium, the one
[

centered at 2 eV is the He-like
stage, the one at about 10 eV is
the H-like stage, and the last peak
is the bare nucleus.
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Ill. RESULTS ture range 1.0 e¥:T,<4.0 eV where there is a maximum
discrepancy of~10%, as displayed in Fig. 2. This plot

To investigate the sensitivity of derived lithium plasma learly displays the radiation peaks from the neutral sfage
uantities to the underlying atomic data we calculated th ) 3
d ying =0.4 eV), the He-like stagéat T,=8 eV), and the H-like

ionization balance and radiated power loss with a range ofe™ )
atomic data setésee Table Il Of particular interest is the Stege(at Te=18 €V). In the 1.0 e\<T,<4.0 eV region the
sensitivity of these plasma quantities to the underlying colli-radiation is being emitted from the neutral stage, even
sional ionization and excitation rate coefficients. To make thdhough it makes up only a very small fraction of the total
comparison of the two codes meaningful various additionapmount of ions(see Fig. 1. A closer examination of the
assumptions are made. First, it is assumed that the plasmafi§utral lithium ion fraction in this region shows that the
optically thin. Second, as mentioned earlier, it is assumedDAS-1 and LANL-1 results begin to separate at
that the plasma is in steady stafee., the full equilibrium ~=1.0 €V. This is not surprising as it is well known that the
solutior). Also, some checks were performed using thel€vels arising from the &2p configuration of Li-like ions
LANL-1 and ADAS-1 calculations to ensure that the LANL ¢an have populations comparable to the2s ground state.
and ADAS codes were performing equivalent collisional-Consequently we note that, in this region, in order to model
radiative calculations. The parameter space that was invesfil® neutral lithium emission accurately one must include the
gated encompassed 0.2 €,<90 eV to allow for the 1s%2p levels as being metastable in modeling codes such as
presence of all ionization stages and %em3<N, ADAS, which assume that the majority of the population is
<10 cm3 to study the effects of electron density. held in the ground and metastable set of levels. However,
this region, where thesf2p population becomes comparable
to that of the ground state, is not one of the regimes that was
chosen in this paper to track the sensitivities to underlying
Before going into the details of the collisional-radiative atomic data. Because of this choice and the fact that, as will
results, it was necessary to identify the regimes for which thde shown later, the bound-free emission from neutral lithium
LANL and ADAS codes were solving the collisional- dominates the bound-bound radiation in this region, for the
radiative equations in an equivalent manner. As previouslypurposes of this study we do not consider tg2p to be
described, the two codes take differing approaches to solvinmetastable in the ADAS modeling.
the collisional-radiative equations and have access to differ- Outside of this temperature range the two approaches ap-
ent fundamental atomic data. Thus we carried out ADAS-Ipear to produce equivalent calculations fy=10* cmi 3, as
calculations, which use LANL-DW data, to compare with well as over the entire temperature range Kar=10'° cm3
LANL-1 calculations, also using LANL-DW data. and 132 cm™3, which allows us to draw conclusions related
lonization balance and radiated power loss calculationspecifically to differences in the fundamental atomic data
were performed using the two codes for the electron densiised in the detailed calculations of the next section. Also of
tiesNg=10 cm 3,102 cm 3, and 18* cm3. The ionization  note is that this good agreement was obtained despite the fact
balance data were found to agree extremely well for all thre¢hat ADAS ignored ionization to, and recombination from,
densities, and results for the highest density are displayed iexcited levels. This observation provides support for the va-
Fig. 1. Similar excellent agreement was found for the radididity of this approximation at the low densities presently
ated power loss data exceptNy=10' cm3 in the tempera-  under consideration.

A. Comparison of LANL and ADAS codes
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Before leaving this discussion of the ADAS-1 and dN? , 1

LANL-1 calculations it is instructive to analyze the effective T 0=-5, NgNet a, . ,N;, "N (13

ionization and recombination rate coefficients that are used
by ADAS to obtain the ionization balance in E@.1). This —
analysis will highlight some differences in the ADAS and O NG/N, ™= @, o/Ss (14)

LANL approaches that will be helpful in understanding the assuming that only neutral and He-like lithium are present
detailed calculations of the following section. A comparisonwhich is valid over a wide range of temperatures, due to the
of these effective rate coefficients also provides an additiongl|ative stability of the He-like ground statene particle con-
check that the ADAS-1 and LANL-1 calculations are equiva-ggpyation boundary condition can be written
lent.

In order to simplify this discussion we consider the ion- Nt = N2 + fol. (15

ization balance of the neutral lithium stagabeledz), so - . .
that recombination from, and ionization to, the adjacent Combining Eqs(14) and (15) yields the ratios

-1 stage can be ignored in E&). Furthermore, we consider NZ s .\t Nt a, .. \1

only a single metastable levéle., the ground stajeto be N—” = <1 +£> : NV = (1 +SV—"> ., (16
defined for neutral lithium and the He-like+1) stage. Use tot o tot o=V

of a single metastable for the neutral stage eliminate€xhe and so the fractional abundance of neutral and He-like
and X cross-coupling coefficients. Also, the indexunam- lithium is completely determined from knowledge of tBe

biguously represents the lithium ground state. Similarly and « effective rate coefficients.
represents the He-like ground state and the summations over To illustrate this last result we present Fig. 3. The solid
v collapse to a single value. Combining these considerationknes represent the effective ionization and recombination

with the steady-state condition transforms E%).into rate coefficients in the above equation. The intersection of
10_4 T T
v 6L
N')E |
N
o 1078 o .
*g FIG. 3. Effective ionization and recombina-
S I tion rate coefficients a,=10" cm™3. The solid
107 0L lines show the ADAS-Imetastable resolvgef-
3 L fective rate coefficients, the dashed lines show
o 12 the ADAS-1 (unresolvegl effective rate coeffi-
o 10 B cients, and the stars show the LANL{linre-
g - solved results.
§ 107k
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10716 T S
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these two curves, at roughly 0.4 eV, indicates the temperang the ADAS-NP data. This ADAS-NP ionization balance
ture at which there exist equal amounts of neutral and Heealculation was run with nonperturbative TDCC and CCC
like lithium, which is consistent with the results presented inelectron impact ionization data for ionization from the neu-
Fig. 1. tral stage. These data include collisional ionization from all
Although the LANL codes do not use effective ionization levels up through the®Bsubshell. Distorted-wave ionization
and recombination rate coefficients to determine ionizatiorflata were used for all spectroscogie., nonprojection ma-

balance, it is possible to extract such quantities after thd&ix) levels of the He-like and H-like stages. It should be
populations have been obtained from a solution of thd'otéd that the TDCC and CC[9,10,21,22 ionization cross

collisional-radiative equations. In this case, since the LANLSECtions from the ground states of these two ion stages agree
ell with the corresponding distorted-wave data. However,

codes do not discriminate between metastable and excit i lable TDCC and CCG ionizat
levels, we consider the unresolved effective rate coefficient ere are currently no avallable - an lonization
ata from other levels of these two ion stages of lithium.

used in Eq(2). These are to be distinguished from the meta- S ) :
g ; R-matrix with pseudostate data were used in computing the
stableresolvedcoefficients that are used by ADAS in the electron impact excitation rate coefficienf§—g), while

metastable resolved pictqre and that appear in Eﬁ)aand. distorted-wave data were used to compute the dielectronic
(7). The unresolved effective rate coefficients for recombinay1; rate coefficients and the radiative recombination rate
tion into ion stagez and ionization out of ion stage are  cqefficients were calculated using a Gaunt factor approach as
dete_rmlned from level populations and rate coefficients acytlined in[23]. The LANL-DW calculation included levels
cording to Egs(3) and (4). o up ton=8 and distorted-wave data were used for all relevant
The LANL values for these unresolved coefficients aréprocesses. It was also decided to perform a LANL-2 calcu-
represented as stars in Fig. 3. Note that the unresolve@ion with the less accurate LANL-PWB data to determine
LANL data are considerably different from the ADAS meta- how well such approximate results agree with the more ac-
stable resolved coefficients, and yet both calculations prograte models.
order to perform a meaningful comparison of the effectiveApas.2, ADAS-NP and LANL-2, LANL-DW calculations.
rate coefficients between the LANL-1 and ADAS-1 calcula-one can see significant differences between the ADAS and
tions, it is useful to compute the unresolved coefficients vig ANL results in the Li Li* transitional region for the lower
Egs. (3) and (4) within the ADAS-1 calculation, after the gensities. There is a general improvement in the agreement
level populations have been obtained, and then to compa¥gy this transitional region as the density increases, until by
those values directly with the LANL-1 results. Ne=10" cm3 there is very little difference between the vari-
The reader is reminded that tfe and S rate coefficients 55 results. Abovd,=5 eV, where the neutral stage is no
are fundamental atomic data. They are computed by pefynger dominant, the agreement between ADAS and LANL
forming a Maxwellian average of the basic cross sectionsis quite good at all densities. This agreement is due in part to
Because thék and S rate coefficient values are identical in he fact that the ADAS-NP ionization data are in good agree-
the two calculations, any difference in toeresolved effec- ment with the DW data for the charged stages of lithium.
tive rate coeff|C|ents dlsplayed in Eq®) and(4) pointsto a  Also the LANL-DW and LANL-PWB calculations are in
discrepancy in the populations. Furthermore, the unresolvegiose agreement over the entire range of temperatures and
coefficients often contain significant contributions from gensities, showing that the scaled hydrogenic results of Clark
the radiated power loss. This latter quantity is typically p\y results.
dominated by contributions from only a few low-lying levels  The reason for the differences in the neutral abundance at
at the low electron densities being considered in this workiower densities becomes apparent if one looks at the effec-
The effective ionization rate coefficient, on the other handyjve metastable resolved ionization coefficients produced by
contains progressively more contributions from excitedine ADAS code aN,=10 cmi3 (see Fig. 5. Initially it was
states as the density increases. To this end we have includggbught that the differences in the ionization balance arose
The agreement is excellent for both the ionization and ret ANL-DW ionization cross sections for the low-lying levels
combination coefficients. of neutral lithium(see the work of Colgaat al.[21]). How-
ever, Fig. 5 clearly displays that there is a dominantler of
magnitude contribution to the ADAS ionization rate coeffi-
cient from highly excited states in the regionf=0.4 eV,
Given that the LANL-1 and ADAS-1 calculations produce while the LANL result(not shown contains only about a
almost identical results when using the same atomic data arb% excited-state contribution. In the case of the ADAS cal-
size of model, it was decided to proceed with the moreculation, this contribution arises mostly from the projection
physically meaningful LANL-2 and ADAS-2 calculations. matrix—i.e., from ¥’nl where 5<n<500. The LANL cal-
The most interesting question was to decide which data setaulation, on the other hand, only includes levels up through
from Table Il should be used in each code. Certainly it wasn=8. A detailed study of the LANL calculation showed that
desirable to compare the most accurate calculation from eadhe contributions to the effective ionization rate coefficient
code. Therefore a LANL-2 calculation using the LANL-DW initially decreasewith increasingn (contributing less than
data was performed, along with an ADAS-2 calculation us-the ground stade but eventually turn around and increase

B. Effects of atomic data on ionization balance
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FIG. 4. lonization balance &= (a) 10'°, (b) 10*2, and(c) 10 cmi 3. The solid lines show the ADAS results, the dashed lines show the
LANL-DW results, and the dotted lines show the LANL-PWB results.

toward the ground-state result. However, the highes8 In fact, the reason for this good agreement is physical in
level contribution is about one order of magnitude smallemature and can be attributed to the neutral stage being driven
than that of the ground state. Pushing the LANL calculationclose to(collision-dominateg local thermodynamic equilib-
to n=10 shows individual level contributions that are still a rium (LTE) conditions. This situation is demonstrated by the
factor of 2 smaller than the ground-state contribution. Preionization balance plot in Fig. 6. It is evident that the neutral
sumably, if the LANL calculation could be extended o lithium ionization balance can be described by an LTE treat-
=100, the effective ionization curves would show improvedment atN,=10" cm3, while the charged ion stages cannot.
agreement. Looking in more detail, one can see from Fig. 5 that as the
The insensitivity of the neutral lithium ionization balance density increases, even more of the effective ionization rate
to the atomic data at higher densities was surprising at firstoefficient is made up of ionization from the highly excited
Once again Fig. 5 clearly displays a sizable contributionstates. Furthermore, as the electron density increases, pro-
from the projection matrix to the ADAS effective ionization gressively more of these excited populations are driven
rate coefficients alN,=10" cm ™3, and yet the ADAS and closer to their LTE value, which is consistent with the Byron
LANL ionization balance curves for the neutral stage in Fig.boundary condition[12,24 extending down to lowen
4 are very similar. However, at this increased density, it turnshells. Thus, in both the ADAS and LANL calculations, the
out that the correspondingresolved ADAS and (unre-  populations that are controlling the ionization balance are in
solved LANL effective recombination rate coefficientaot  LTE, and the main ionization mechanism is collisional ion-
shown) also differ significantly, in such a way that the two ization. AsN, increases the dominant recombination mecha-
codes provide very similar ionization balance data for thenism shifts from radiative recombination =10 cm3 to
neutral stage at this density. This situation is reminiscent ofhree-body recombination ai,=10"cm™. Since three-
the behavior observed in Fig. 3. The LANL unresolved databody recombination is computed via detailed balance from
differed considerably from the ADAS resolved data, and yethe collisional ionization data, the ionization balance is es-
the ionization balance results between the two calculationsentially insensitive to what ionization and recombination
were identical. In the present case, however, we are not usirgata are used. As long as the high-lying levels are in LTE and
identical data sets in the two codes. So what is the reason fahe three-body rates are computed consistently from the cor-
this agreement? responding collisional ionization rates, the ionization balance
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FIG. 5. ADAS-NP effective metastable resolved ionization rate coefficients for lithiukg=ata) 10'°, (b) 10*2, and(c) 10* cm 3. The
solid lines represent the ADAS-NP effective ionization rate coeffidigmaiuding contributions from the projection matyithe dashed lines
display the contribution from all spectroscopic levélsrough then=4 shel), and the diamonds display the contribution from the ground
level only.

will remain unchanged. Thus fdd,=10" cm™ we have a 1.0
situation where the ionization balance of the neutral stage is
controlled solely by ionization and recombination between ;4
the few highest-lying levels in that stage and the ground state
of the He-like stage.

Based on this analysis, it appears that the neutral lithium
ionization balance calculations fd¥,=10"cm™ will be
relatively insensitive to the fundamental atomic data. Below 2
this density the neutral stage ionization balance is dominate(%
by collisional ionization from high-lying levels and a com-
bination of radiative and three-body recombination from the 4,
He-like ground state. As mentioned previously, only pertur-
bative data are available for collisional ionization from such
high-lying levels. In light of these facts, nonperturbative - ' - '

. . . 0. 1.0 10.0 100.0
studies are in progress to determine the accuracy of such da Temperature (eV)
for Ne<<10™ cm3,

For the He-like and H-like ion stages, the fractional abun- FIG. 6. LANL-DW ionization balance data ai,=10"cm.
dance results of the three calculations are in good agreemertthe solid line shows non-LTE results. The dashed line shows the
This is not altogether surprising since two of the data set$TE results.
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(ADAS-NP and LANL-DW) contain distorted-wave data and whether the effective ionization rate coefficients, and result-
the third (LANL-PWB) contains analytic fits to distorted- ing ionization balance, are affected. In a similar way, since
wave data. It is known that the perturbative ground-state ionionization from excited states is also important for the H-like
ization cross section for each of these ion stages agrees wellage at the highest density, it would be interesting to study
with nonperturbative datfl0,25. However, in light of re- the effects of nonperturbative ionization from the excited
cent work on nonperturbative calculations involving excita-states of that ion stage.
tion to excited state§26] it is possible that distorted-wave
ionization rate coefficients from excited states will, in fact,
not agree with nonperturbative rate coefficients. Therefore it
is useful to examine the contributions of the excited states to Before comparing the best possible ADAS and LANL ra-
the effective ionization for the H-like and He-like ion stagesdiated power loss results we provide an analysis of a useful
to determine if using nonperturbative data could make a difhybrid calculation that underscores the sensitivity of these
ference. Looking at the contribution to the ADAS effective spectra to the excitation data. Consider the radiated power
ionization rate coefficients, one sees that for the H-like stagéoss plots shown in Fig. 7. This figure shows three radiated
the effective ionization rate coefficient mostly consists ofpower loss calculations, which differ only in the excitation
ionization from the ground state at the lower density. At thedata they use. We performed a hybrid calculation that com-
highest density of this study, the ground state makes up 65%ined ADAS-2-type calculations with LANL data. In particu-
of the total effective ionization, with the remainder coming lar we recalculated the ADAS-2 excited-level populations,
from the projection matrix. Eq. (10), using excitation data from the LANL-PWB and
For the ADAS He-like stage, ionization from excited LANL-DW data sets in place of the RMPS data, but retained
states is always significant. AM,=10° cm3 only 17% of the ADAS-2/ADAS-NP metastable populatiofis., ioniza-
the effective ionization comes from the ground, with 74%tion balancg from the steady-state solution of EG). The
coming from the $2s 3S metastable term. The remaining 9% Same projection matrix data were used in each case. Thus the
comes from the projection matrix. Fd,=10"* cm™2 only  three different excitation data sets wéRamatrix with pseu-
8% comes from the ground, with 13% from the2$ 3Sterm.  dostateglabeled ADAS-NP in the figune LANL distorted-
The projection matrix makes up 26% of the total, with thewave(labeled LANL-DW), and LANL plane-wave Boriila-
remaining contribution coming from the other terms lying beled LANL-PWB) sets.
above the $2s 3Sterm and below the start of the projection It is instructive to connect the differences in the radiated
matrix at the $5s configuration. power loss to specific differences in the effective collision
Because so much of the effective ionization rate coeffi-strengths for each ion stage. Table Ill gives the percentage
cient is made up of ionization from thes2s 3S term, espe- differences at the temperatures for the peak emission regions
cially at the lower densities investigated, replacing the existfor the Li-like (0.36 eV}, He-like (8 eV), and H-like(18 eV)
ing data with nonperturbative data could make a significanton stages.
difference. We intend as a future study to use nonperturbative For neutral lithium the dominant emission at 0.36 eV
ionization data for these transitions in order to determinecomes from the €2p 2P — 1s°2s 2S spectral line, with the

C. Effects of atomic data on radiated power loss
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TABLE IIl. Factor differences in the radiated power loss for the ADAS calculations using LANL-DW,
LANL-PWB, and ADAS-NP excitation data, corresponding to Fig. 7.

Ne=10% cm™2 Ne=10% cm 3 Ne=10" cm3
Te (V) PWB/ADAS DW/ADAS PWB/ADAS DW/ADAS PWB/ADAS DW/ADAS
0.36 11.91 1.53 11.43 1.53 2.91 1.33
8.00 1.64 1.35 1.65 1.34 2.18 1.27
18.00 1.93 1.20 1.92 1.20 1.92 1.19

1s?2p 2P term being populated overwhelmingly due to exci- For the H-like radiated power loss, the explanation is
tation from the ground state. In a case such as this, accordinmgore straightforward. The dominant transition in radiated
to Eq.(12) the ratio of the radiated power loss values givenpower loss is the 2— 1s transition, making up 90% of the
in Table Il can be well approximated by the ratio for the two radiation at all densities. The=2 shell is populated pre-
calculations of the product of thevalue times the energy of dominantly via excitation from the ground state. Thus in this
the transition times the effective collision strength for thecase virtually all of the difference observed in the radiated
dominant populating pathway. The values for £2p 2P~ Power loss when comparing the LANL-DW and LANL-
. 15?25 2S differ by 6% for the different data sets, and the PWB results with the ADAS-NP results is due to differences

energies are within 2%. Thus the difference in the radiatedf! t2he Ef{)e%ti‘f collision strengths for excitation from the 1
power loss for neutral lithium given in Table lll, for both the N Hp Subs! ellt d the diff in the radiated |
LANL-DW and LANL-PWB cases, is due almost completely o5 lrene it e effective collision strengths, the
to the difference in the effective collision strength of the : ’
16225 25— 1622p 2P transition. We note that continuum cou- final study is to compare the most accurate ADAS calcula

i . . = tions with the most accurate LANL calculations for the radi-
pling effects for this transition are small and that the Majority ;g power loss. Data are shown in Fig. 8 for the ADAS-2

of the difference between the distorted-wave and RMPS ratg; | lations using ADAS-NP data and LANL-2 calculations

f:oefficients is due to 'Fhe differences in the threshold bEhaVUsing LANL-PWB and LANL-DW data. Table IV gives the
ior of the two calculations. o percentage differences in the radiated power loss results at
For the He-like lithium case the situation is more com-the peak emission temperatures for each of the ion stages.
plex. For the ADAS-NP and LANL-DW cases the radiated  Noting the similarities between Figs. 7 and 8 one can see
power loss is made up almost equally between emission frorthat much of the difference in the radiated power loss data
the 1s2p 'P—1s? 1S and .2p 3P— 1s2s3S transitions. obtained from the most accurate ADAS and LANL calcula-
Both of these excited terms are populated via more than jugions can also be explained in terms of differences in the
excitation directly from the ground term, with stepwise ex- excitation data used in the two models. In general the LANL
citation via the $2s 'S, 1s2s 3S, and 52p 3P terms all being  results lie higher than the ADAS ones, with better agreement
significant. Of the main excitation transitions which populatebeing found for the He-like and H-like stages than for the
the 1s2p P and®P terms the LANL-DW effective collision neutral stage. Once again the LANL-PWB results are consis-
strengths range from a factor of 1.2 to a factor of 2.0 highetently higher than the LANL-DW results over the entire
than the ADAS-NP excitation data, resulting in a radiatedrange of physical conditions.
power loss which is about a factor of 1.27-1.35 higher than Quantitatively, the LANL-DW radiated power loss calcu-
the ADAS-NP radiated power loss. lations give a peak radiation from the neutral lithium stage
It is rather surprising that the He-like LANL-PWB exci- (atT,=0.36 eVj that is a factor of 2.25 and 2.56 greater than
tation data produce a radiated power loss which is a onlghe ADAS results at the lower densities dE=10° and
factor of 1.64-2.18 greater than the ADAS-NP excitation10' cm™3, respectively. As was seen from Fig. 7, a factor of
data results. All of the LANL-PWB excitation effective col- ~1.5 can be explained by taking into account the differences
lision strengths are greater than the ADAS-NP data by abouih the effective collision strength of the s2s?S
a factor of 10, and there are no spin changing transitions in- 1s?2p 2P transition. The remaining differences in the ra-
the LANL-PWB data set. The combination of the fact thatdiated power loss are due largely to differences between the
the LANL-PWB excitation effective collision strengths are ADAS and LANL ionization balance results, as discussed in
all higher than ADAS-NP and the fact that one has lessSec. Ill B. These differences further enhance the LANL re-
routes to populate the excited states, due to the lack of spisults and lead to a shift in the peak emission region of those
changing transitions, leads to a LANL-PWB radiated powerdata to higher temperatures. At the highest density the agree-
loss which is within a factor of 2.2 of the ADAS-NP results. ment is considerably better, but the LANL-DW peak is still a
It is interesting to note that if spin changing transitions arefactor of 1.36 higher, with this difference being mainly due
inserted into the LANL-PWB datafiléeven if it is RMPS to differences in the aforementioned effective collision
spin changing daja then the radiated power loss for the strength. The improvement at higher density is caused by the
He-like stage becomes about a factor of 10 greater than thelasma being driven close to LTE for the neutral stage. How-
ADAS-NP results, more consistent with the differences seerver, the lowest-lying levelgespecially the $2p P term,
in the effective collision strengths. Thus the factor of 2 dif- responsible for the bulk of the radiatipstill retain some
ference for the LANL-PWB is somewhat fortuitous. non-LTE character.
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FIG. 8. Radiated power loss comparisorNat (a) 10'°, (b) 10'2, and(c) 10'* cm™3. The solid lines give the ADAS results, the dashed
lines give the LANL-DW results, and the dotted lines give the LANL-PWB results.

As expected, the agreement between ADAS and LANLIII showed no such trend in the radiated power loss ratios.
for radiation from the He-like and H-like stages is better thaninstead this enhanced discrepancy with increasing density is
for radiation from the neutral stage. From comparisons oflue to differences in the ratio of the fractional abundances
Tables Il and IV it can be seen that the differences argi.e., ionization balangeof the LANL to ADAS results in-
roughly consistent with the differences in the effective colli- creasing with density. Although the trend with density is
sion strengths. caused by the fractional abundance differences, most of the

In detail, the LANL-DW He-like peak radiatiogat T, difference between the LANL and ADAS radiated power
=8 eV) is greater than the ADAS peak by a factor of 1.38—loss results is caused by the excitation data. While conven-
1.52 over the density range. Similarly the LANL-DW, H-like tional wisdom might have predicted better agreement be-
peak radiatior(at T,=18 eV) is greater than the ADAS peak tween DW and RMPS radiated power loss results for these
by a factor of 1.14-1.34 over the density range. The generalharged stages, recent wofk,8] has shown that the DW
trend is for the He-like and H-like LANL-DW radiated excitation cross sections among the low-lying levels of these
power loss to agree less with the ADAS results as the eledithium ion stages can be too high by25% at threshold. As
tron density increases. This trend in density is clearly not anentioned earlier in this section, in connection with the neu-
consequence of differences in the excitation data, since Tabteal ion stage, these differences are due to the threshold be-

TABLE |V. Factor differences in the radiated power loss for the LANL-2 and ADAS-2 calculations that
are presented in Fig. 8.

Ne=10 cm3 N=10" cm3 Ne=10" cm3
Te (V) PWB/ADAS DW/ADAS PWB/ADAS DW/ADAS PWB/ADAS DW/ADAS
0.36 17.04 2.25 19.27 2.56 2.18 1.36
8.00 1.91 1.38 1.99 1.44 2.18 1.52
18.00 1.67 1.14 1.77 1.21 1.97 1.34
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10727 ¢ . . 3 viously discussed discrepancies in the bound-bound radiated
"/’g i ] power loss data, caused by the resolution of only a single
© 40728 metastable level, may in reality be unobservable when com-
Z : parisons are made between complete radiated power loss cal-
g 10-29L culations that include the bound-free contribution. For these
N : plasma conditions this contribution simply overwhelms the
2 _303 bound-bound result. There is also a smaller, but significant,
g 10 3 increasgalmost a factor of Rin the H-like emission due to
9 : the bound-free contribution at the highest temperatures. Thus
S =310 . . R
9 10 our conclusu_)ns regarpllng the b_ound-free contribution |s_that
g s ; ] it should be included in the radiated power loss calculations

10 ' . at the higher densities if accurate data are required for de-

0.1 1.0 10.0 100.0 tailed comparisons.

Temperature (eV) Based on this overall radiated power loss analysis we con-

FIG. 9. Radiated power loss showing the bound-free Contribu-CIUde that nonperturbative, RMPS excitation data should be

tion atNg=10'cm3. The solid line shows the LANL-DW result used in modeling the populations of alllonoitag?g of lithium
that uses only the bound-bound contribution. The dashed line cor{gp toh elegtror denqsltl.es in the rangeN)J_—l cm - E"er.‘
tains both the bound-bound and bound-free contributions. or the s!mp est L ion stage, for which ”.‘O.de"”g with
perturbative data is often assumed to be sufficient, the RMPS
havior of the excitation cross sections rather than continuur§Xcitation data were found to produce significant differences
coupling effects. in the rgdiated spectra, in accordance with the issues dis-
As a specific example, consider the relatively large factocussed in8].
of 1.34 difference in the H-like peak emission at the highest
density, which was a bit surprising for a simple one-electron
system. At these temperatur@g~ 18 eV) it was found that
the LANL-DW effective collision strength from the ground = Combining the ADAS and LANL approaches provides a
state to the @ configuration, from which most of the radia- powerful technique for testing the sensitivity of collisional-
tion is emitted, was~20% greater than the ADAS-NP radiative modeling to various sets of atomic data. However,
(RMPS) values. There is also a difference 6fL0% in the care must be taken when comparing two collisional-radiative
LANL versus ADAS ionization balance at that temperature.codes which were designed for quite different purposes, such
These two discrepancies produce the majority of the factoas the LANL and ADAS suites. If a regime is being studied
difference seen in the radiated power loss. Note thak.at for which either code was not designed, then either a mean-
=18 eV the relevant H-like effective collision strengttte  ingful comparison cannot be performed or, if possible, suit-
excitation rate coefficientsare dominated by the threshold able code modifications must be applied in order to allow a
behavior of their corresponding cross sections. For exampleomparison to be made. For example, if one were to study
the threshold energy for thesi:2s transition is about higher densities than those in this paper, then the ADAS
92 eV, which is about a factor of 5 greater than the electrorcodes would need to include a larger metastable set. This
temperature. Similar statements can be made concerning timetion was, in fact, already observed in some of our highest-
ionization rate coefficients and their corresponding cross seaensity results for neutral lithium at temperatures above
tions. Thus, it is apparently this dependence on the thresholtl eV. On the other hand, nonperturbative data are not easily
behavior of the fundamental atomic data that causes the difacluded in the LANL codes, and it would not be surprising
ferences in the two models @f=18 eV. Note that in Fig. 8 to see significant differences for neutrals and near neutrals
the discrepancies in the radiated power loss consistently devhen comparing with results generated using nonperturba-
crease as the temperature increases beyond 18 eV becatise data. This behavior was indeed found to be the case in
the relevant(i.e., spectroscopjclevel populations depend this work, and it was this fact that allowed us to isolate some
more on the fundamental cross section data away fronof the regimes for which nonperturbative data must be used.
threshold, where the data are expected to trend towards better For the radiated power loss it was found that the nonper-
agreement for a one-electron ion. turbative(RMPS excitation data provided a measurable dif-
For completeness we mention here that the bound-freterence in this spectral quantity over the perturbatid&V)
contribution (not included up to this poiptto the radiated results. The application of RMPS excitation data to
power loss at the highest density is becoming significant. Theollisional-radiative modeling of other first-row elements
effect is displayed in Fig. 9 foN,=10" cm 3. While there  should yield similar differences. In the case of lithium, dif-
are significant differences, the main point to be made is thafflerences in the radiated power loss were most notable for the
these differences do not impact any of the main conclusionseutral-stage emission at low densities, although a portion of
of this work. There is a significant increase in the radiatedhis discrepancy is due to a difference in the ionization bal-
power loss in the temperature range 1<€V,<4 eV, witha ance. The largest discrepancies are about a factor of 2.5
maximum increase of about a factor of 5. This is preciselywhen comparing LANL distorted-wave calculations to those
the temperature/density range discussed earlier for which thef ADAS. Agreement between the radiated power loss data
single metastable picture was breaking down. Thus the prder the neutral stage was significantly better at the highest

IV. SUMMARY

066405-14



COLLISIONAL-RADIATIVE STUDY OF LITHIUM PLASMAS PHYSICAL REVIEW E 69, 066405(2004)

density and is expected to further improve with increasingive) distorted-wave ionization data were used in all cases.
density as LTE conditions prevail. Similar radiated powerThe ground-state perturbative ionization cross sections used
loss comparisons for the Liand LF* ion stages showed in this paper for Lt and LR* are, in good agreement with
discrepancies ranging from 10% to 50% in the peak ion staggecent nonperturbative calculations. However, the role of
emission, depending on density. For these two ion stages, thynperturbative data for ionization from the excited states
plasma remains in a collisional-radiative regime at the highzould still be of interest. Perturbative data were used for all
est density, and differences between the perturbative angf the jonization data from excited states of ind L?*, and

nonperturbative radiated power loss results are expected s it was not possible to assess the role of nonperturbative
persist to somewhat higher densities due to differences in thg,iy on these processes. Recent work suggests that perturba-
collisional excitation data sets. For all plasma conditions, th

o . X Rive ionization rate coefficients from excited states may differ
LANL-PWB excitation c_iata prow_ded radiated power IO.SS ignificantly from nonperturbative data. lonization from the
results that were consistently higher than those obtaine

3 . . . ; )
from the LANL-DW excitation data. This behavior resulted $2s °Sterm would be particularly interesting to investigate.

in more pronounced discrepancies between the PWB anI tgde?erall, afch;zss éoLpF)frturbl?jtwe 'c.)g'zagg.r;. dat?. frqn:]tex—
nonperturbative spectra. cited levels of LT an would provide additional insig

The evidence concerning the importance of nonperturbaimo the importance of such data in collisional-radiative mod-
tive, ionization data in collisional-radiative modeling of €'N9. - _
lithium remains inconclusive. For electron densities below L0Oking toward future research possibilities we point out
10 cn @ significant differences were observed for the ion-that lithium is the simplest alkali meta_l, with a su_wgle valence
ization balance of the neutral stage, but this discrepancy aglectron outside of a closed shell. This electronic structure—
peared to be due to the inclusion of more higtevel datain ~ and specifically the relative stability of the He-like ground
the ADAS calculations via the projection matrix, rather thanState—is responsible for some of the collisional-radiative
due to a difference in the quality of the underlying data. ForProperties that were observed for the neutral ion stage. In the
an electron density of #cm® the neutral stage of the future, we hope to study more complex systems, such as
plasma is collision dominated and all but the lowest leveldoeryllium, which contain a closed shell in the neutral stage
are populated according to LTE conditions. Therefore, thend for which abundant data are available.
use of perturt_)a_tive(DW or scaled-hydrogenjcionization . ACKNOWLEDGMENTS
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